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Abstract—An e-commerce website provides a platform for
merchants to sell products to customers. While most existing re-
search focuses on providing customers with personalized product
suggestions by recommender systems, in this paper, we consider
the role of merchants and introduce a parallel problem, i.e., how
to select the most valuable customers for a merchant? Accurately
answering this question can not only help merchants to gain more
profits, but also benefit the ecosystem of e-commence platforms.
To deal with this problem, we propose a general approach by
taking into consideration the interest and profit of each customer
to the merchant, i.e., select the customers who are not only
interested in the merchant to ensure the visit of the merchant,
but also capable of making good profits. Specifically, we first
generate candidate customers for a given merchant by using
traditional recommendation techniques. Then we select a set of
the valuable customers from candidate customers, which has
the balanced maximization between the interest and the profit
metrics. Given the NP-hardness of the balanced maximization
formulation, we further introduce efficient techniques to solve this
maximization problem by exploiting the inherent submodularity
property. Finally, extensive experimental results on a real-world
dataset demonstrate the effectiveness of our proposed approach.

I. INTRODUCTION

With the rapid development of the Internet, e-commerce as

a new business model is becoming increasingly popular, i.e.,

online purchasing through e-commerce sites has become one

of the most important commercial forms between customers

and merchants [1], [2]. Thus, it is necessary for an e-commerce

site to provide quality services for its two kinds of important

users, customers and merchants, so as to increase the revenues

of the e-commerce site.

From a customer perspective, it is important for an e-

commerce site to select a relatively small set of products

that satisfy the customer’s requirements. This problem can

be overcome by a recommender system, which focuses on

designing a proper utility function to predict the degree of a

customer interested in a product according to the customer’s

profiles (e.g., the consumption histories) [3]. From a merchant

perspective, it is necessary to select a relatively small set of

more valuable customers for a merchant, so as to guide the

marketing efforts of the merchant, and as a result to increase

the profits of merchants and benefit the e-commerce ecosys-

tem. Here, it is natural to think that the valuable customers

are those who would like to visit the merchant, meanwhile,

they are capable of making good profits. Therefore, the value

of a customer can be measured by the following two aspects:

∗ Contact Author.

(1) the interest in a merchant, i.e., the more interested the

customer is in the merchant, the more valuable the customer;

and (2) the profit for a merchant, i.e., the higher profits the

products (that a customer is interested in) have, the more

valuable the customer.

Although personalized recommendation has demonstrated

its effectiveness in improving customers’ experience [4], di-

rectly applying personalized recommendation techniques to

select customers for a merchant would result in poor per-

formance, e.g., in general, personalized recommendation only

takes the interest metric of customers into consideration,

without considering the profit metric. Therefore, how to select

valuable customers for a merchant remains pretty much open.

Intuitively, one straightforward way for customer selection is

to first select interested customers, and then further select

profitable customers from them. However, such a strategy

will incur several challenges. First, as we know, in online

shopping process, it is more likely for a customer to browse

interested products at first rather than a merchant, i.e., it is

difficult to directly obtain the interest of a customer to a

merchant from the customer’s profiles. Thus, how to accurately

compute the interest of a customer to a merchant based on

the customer’s profiles becomes the first challenge. Second,

different products from the same merchant may have different

profits, which requires that the selected customers would likely

to purchase the products of higher profits. Thus, how to ensure

that the selected customers are as profitable as possible for the

merchant is another main challenge.

To address the above challenges, in this paper, we propose a

general approach for customer selection. Specifically, we first

generate a set of candidate customers for a merchant by using

a recommendation algorithm based on the customers’ implicit

feedback. Second, from these candidates, we select a smaller

set of the valuable customers who are not only interested in

the merchant, but also capable of generating good profits.

In the above process, the selection for the most valuable

customers is a NP-hard problem, but its objective function

meets the property of non-negative monotone submodularity.

Therefore, we present an efficient algorithm to solve the

problem. Finally, extensive experimental results on a real-

world dataset demonstrate the effectiveness of our approach.

Please note that, though we use detailed algorithms in each

step, our approach presents a general framework for customer

selection, where each step is open to other algorithms (i.e., it

can be replaced by other similar algorithms).
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II. RELATED WORK

Collaborative Filtering based Recommender Systems.
In an e-commerce platform, Collaborative Filtering (CF) is a

popular approach to build a recommender system for improv-

ing customer satisfaction. Approaches for collaborative filter-

ing fall into two categories: neighborhood-based methods [5],

[6] and matrix factorization models [7]. These traditional CF

models rely on the explicit customer-product ratings. However,

customers’ implicit feedback is more common than explicit

feedback in our daily lives [8]. Thus, some recent methods

proposed CF techniques based on users’ implicit feedbacks [9],

[10]. In this paper, our proposed problem of selecting valuable

customers to merchants resembles a recommendation task,

thus we borrow the key ideas of CF problem. However, our

work distinguishes from CF as the merchants care more about

the potential profits of the selected customers, which has rarely

been considered by CF methods.

Customer Identification for Marketing. Customer iden-

tification is an important part of customer relationship man-

agement for building long term, profitable relationships with

specific customers [11]. This phase involves targeting the

population who are most likely to become customers or most

profitable to the company through analysis of customers’

underlying characteristics [12]. Typically, some researchers

focus on segmenting customers into different groups, thus

providing targeted marketing for each group. In fact, most of

the techniques in data mining could be directly applied to the

customer segmentation task [11], [13].

In fact, social influence based targeting has become a hot

topic for identifying valuable customers in a social network.

We borrow the ideas of social influence targeting for providing

marketing efforts for merchants. Recently, some data mining

researchers propose to devise marketing efforts from various

angles. For example, Ma et al. proposed to identify hesitant

and interested customers for a given company or product [14].

Tang et al. proposed to consider the magnitude of influence

and the diversity of the influenced crowd simultaneously [15].

Liu et al. proposed an integrated marketing approach which

combines targeted marketing and viral marketing [16]. Our

work distinguishes from them as we take the interest and profit

quality into consideration when selecting customers for a given

merchant, which is rarely concerned in previous works.

III. PROBLEM STATEMENT

In this section, we present the preliminaries and problem

formulation. Table I lists key notations used in this paper.

Preliminaries. An e-commerce site consists of a set of

customers U , a set of merchants M and a set of products V .

We use u, v,m to denote a customer, a product and a merchant,

respectively. A merchant m is associated with a product set

Vm. We represent the profit rate and price of a product v as

Rv and Tv . The interaction between all the customers and

products forms a consumption matrix, denoted by C|U |×|V |.
Formally, given the historical consumption matrix C|U |×|V |,

the profit rate and price of each product, we formulate the

TABLE I
MATHEMATICAL NOTATIONS

Notations Description
U V M the set of customers/ products/ merchants
u v m a customer/ product/ merchant
Vm the product set of merchant m, Vm ⊆ V
Um candidate customer set of merchant m
Pu consumed products of customer u, Lu ⊆ V
Cv candidate customer set of product v
Lu products which customer u is in their candidate customer sets
x̂uv the preference score of customer u to product v
r̂um the preference score of customer u to merchant m
Rv the profit rate of product v
Tv the price of product v

problem we study in this paper as the k-Most Valuable

Customers (k-MVC) problem.

Problem Formulation. Given the customers’ past consump-
tion behaviors C|U |×|V |, the profit rate Rv and price Tv of
each product v, given a merchant m and its associated product
set Vm, the k-MVC problem aims at automatically selecting
the k most valuable customers Sm from U , which has the best
balance between the interest and profit goals.

Since the two goals may conflict with each other, we pro-

pose to set our optimization function as a linear combination

of them. For a given merchant m, we formulate the valuable

customer selection as follows:

max
Sm

F (Sm) = α I(Sm)

I
+ (1− α)E(Sm)

E
,

s.t. Sm ⊆ Um, |Sm| = k, (1)

where I(Sm) represents the interest score of the customer set

Sm, and E(Sm) is the expected profit from Sm. I and E are

normalization factors, which is equal to the maximum values

of I(Sm) and E(Sm), respectively. In addition, we balance

the interest and profit goals using a parameter α ∈ [0, 1].

IV. THE PROPOSED FRAMEWORK

In this section, we describe the proposed framework. As

shown in Figure 1, for each product in a merchant, we first

generate many candidate customers that may be interested in

the product by a recommendation algorithm. Second, the union

of candidate customers of all the products is considered as the

candidate customer set of the merchant. Finally, we select a set

of target customers from the candidate customers by balancing

the interest scores and the profit scores of customers.

A. Identifying Interested Customers

To identify interested customers for a product, the key is to

measure the customer interest accurately. Since the customer

feedback is implicit (either 1 or 0, i.e., buy or not), we use the

widely used Bayesian personalized pairwise ranking method

(BPR) [9] to compute customers’ interest scores. We obtain a

ranking list for each product by learning a pairwise ranking

function p(>v |Θ) that generates a partial order between

each pair of customers which can be obtained based on the

following assumption.

Assumption 1 Given a product, a customer who has shown
positive actions (e.g., purchase it, add it to the shopping cart
or show likeness to it) has a greater interest in this product
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Fig. 1. Flowchart of the Proposed Framework

than the customers who have only clicked the product, without
other acts.

To formalize the above assumption, we use Up
v to denote

a set of customers who have taken positive actions (i.e.,

purchase, collect or cart) on product v, and U c
v to denote a

set of customers who have clicked v. Then, we create training

data DS := V × U × U by:

DS = {(v, i, j)|i ∈ Up
v ∧ j ∈ U c

v}.
We formulate the prediction of the interest from a customer

i to the product v as:

x̂iv = QT
v Pi, (2)

where Pi and Qv are the factorized low-rank feature vectors

for the customer i and the product v, respectively.

Then, we can define the probability that customer i has

a greater interest on product v than the customer j as

p(i >v j|P,Q) = σ(x̂ijv), where σ(x) is the logistic sigmoid

and x̂ijv = x̂iv − x̂jv . Further, if we use >v to denote all

the ranking orders, the posterior probability that we need to

maximize can be presented as follows.

p(P,Q| >v) ∝ p(i >v j|P,Q) · p(P,Q). (3)

Then, the low-rank feature vectors can be learned by mini-

mizing the following objective function:

L = −∑
(v,i,j)∈DS

lnσ(x̂iv − x̂jv) + λi

∑
i∈U ||Pi||2

+λj

∑
j∈U ||Pj ||2 + λv

∑
v∈V ||Qv||2. (4)

After obtaining P and Q, we can apply them to estimate the

interest scores of the customers to products. Without loss of

generality, we select a set of customers with the highest values

as the candidate customer set Cv for a product v. Then, the

union of all the candidate customer sets is considered as the

candidate customer set Um of the merchant m.

B. Valuable Customer Selection
In this subsection, we describe how to select valuable

customers by jointly modeling the customers’ interest and

profit metrics.

1) Interest and Profit Computation: To obtain the solution

of Equation 1, we need to first obtain the interest and profit

measures. Given a merchant m, let Um be the candidate

customer set that is generated in the previous subsection, and

Vm the product set associated with the merchant m. For each

v ∈ Vm, x̂uv is the predicted interest score of the customer u to

the product v, where the customer u belongs to the candidate

customer set Um. Then, we can define the interest score of the

customer u to merchant m as r̂um =
∑

v∈Vm
x̂uv . Thus, the

interest score of the customer set Sm to merchant m could be

further defined as I(Sm) =
∑

u∈Sm
r̂um.

Next, we show how to compute E(Sm). Specifically, for

each product with the selected customer set Sm, we consider

the following three aspects:

How many times the product is covered by the interests of
the customers. Specifically, for a customer u and a product

v, if u ∈ Cv , then v belongs to the interested product set Lu

of u. The intuition is that, for a product v in a merchant m,

suppose Lu1 , Lu2 , ..., Luk
are interested product sets of the

selected customers u1, u2, ..., uk of m, then the more product

sets contain the product v, the more likely v is to be purchased

by the selected customers Sm.

The predicted interest scores of the customers to the
product. The predicted interest score x̂uv is used to measure

how much a customer u is interested in a product v. Thus, it is

obvious that selecting the customers with higher interest scores

for a product will increase the probability of the customers to

purchased the customers.

The negative effect from the increasing number of the
customers. For a product v, due to the restricted factors from

the product storage, the customer budget, etc., the probability

of a successful purchase would decrease as the size of the

interested customer set increases. That is, the more customers

would like to purchase a product, the more difficult the product

is obtained due to the restrictions from external factors.

Based on the above three factors, we present the profit

metric E(Sm) as follows:

E(Sm) =
∑

v∈Vm

f(
∑

u∈Sm

x̂uv[u ∈ Cv])RvTv, (5)

where f : R → R can be any increasing concave function

satisfying f(0) = 0 (to ensure E(∅) = 0).

From the profit metric, we observe that for each product

v, if a customer u ∈ Sm appears in the interested customer

set Cv of v, then we compute the interest score x̂uv of u,

which combines the coverage times and predicted interest

scores mentioned above. In addition, the introduction of an

increasing concave function f(x) is used to reflect the negative

effect on purchasing with the increasing size of the customer

set. Actually, similar kinds of formulation are also used for

diversified social influence maximization application [15] and

diversified recommendation generation [17].

We can further formulate the k-MVC problem as follows:
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max
Sm

F (Sm) = α
∑

u∈Sm
r̂um

I
(6)

+(1− α)
∑

v∈Vm
f(

∑
u∈Sm

x̂uv [u∈Cv])RvTv

E
,

s.t. Sm ⊆ Um, |Sm| = k.

2) Related Models: We name the proposed model consid-

ering the above-mentioned factors as IPS (short for Interested

and Profitable customers Selection). Since the IPS model is

a general model, we can obtain a series of related models by

changing the settings of IPS. Specifically, when we do not

consider the difference of the product profits, i.e., RvTv = 1,

we name the model as IPS EP (Interested and Profitable

customers Selection with Equal product Profit). When we

treat x̂uv as 1 when computing E(Sm), we get another model

named IPS EI (Interested and Profitable customers Selection

with Equal Interest score). Finally, when we ignore the product

profit RvTv and the interest score x̂uv both, we get the model

IPS EPI (Interested and Profitable customers Selection with

Equal product Profit and Interest score).

3) Solution: We first explore some properties of the k-

MVC problem in the following theorems.

Theorem 1. It is a NP-hard problem to search the exact
solution of the k-MVC selection problem.

The proof of this theorem can be achieved by reducing

the k-MVC problem to the NP-hard Weighted Maximum

Coverage Problem [18].

Next, we present Theorem 2 proposed in [19], and then

prove the submodularity of the object F (Sm).
Theorem 2. Given functions F : 2V → R and f : R→ R, the
composition F

′
= f ◦F : 2V → R (i.e., F

′
(S) = f(F (S))) is

nondecreasing submodular, if f is nondecreasing concave and
F is nondecreasing submodular.
Theorem 3. The objective function F (Sm) of the k-MVC
problem is submodular.
Proof. For any ∀A ⊆ B ⊆ U \ u, I(A ∪ u) − I(A) =
ru
Î

= I(B ∪ u) − I(B), so we conclude that I(Sm) is

submodular. Similarly, for any ∀A ⊆ B ⊆ U \ u, we

can prove that
∑

u∈Sm
x̂uv[u ∈ Cv] is submodular. Then,

based on Theorem 2, we can prove the submodularity of

f(
∑

u∈Sm
x̂uv[u ∈ Cv]). Because f is nondecreasing concave

when
∑

u∈Sm
x̂uv[u ∈ Cv] is submodular, f(

∑
u∈Sm

x̂uv[u ∈
Cv]) is also nondecreasing submodular with respect to Sm.

Finally, since the submodularity is closed under nonnegative

linear combinations, F (Sm) is submodular.

Below, we will give the performance guarantee of maximiz-

ing submodular functions using a simple greedy algorithm.

Guarantee on Solution Quality. As proved above, although

the k-MVC problem is NP-hard, it can be solved by

maximizing a non-negative monotone submodular function.

Specifically, for a non-negative monotone submodular function

F : 2U → R, let S ⊆ U be a set of size k obtained by selecting

elements from U one by one, where the element that leads to

the greatest increase of the margin of the function value is

selected each time. Let S∗ ⊆ U be the set of the maximum

TABLE II
THE STATISTICS OF THE DATESET BEFORE AND AFTER PROCESSING

Original Data Pruned Data
#Customers 9,774,184 1,233,341

#Items 8,133,507 220,291
#merchants 86,799 6,413

#consumption records 12,627,634 1,633,105
#avg. items per seller 93.71 34.35

#avg. records per product 1.55 7.41
#avg. records per customer 1.29 1.32

value of F over all the k-element sets. Then S provides a

(1− 1
e )-approximation compared to the optimal solution [20].

Scaling Up by Reducing Function Computations. Inspired

by [21], we attempt to improve the computation performance

of the algorithm. Assume that we have obtained the marginal

increments δA(u) = F (A∪u)−F (A) for u ∈ U \A. The key

idea is that, for A ⊆ B ⊆ U , it holds that δA(u) ≥ δB(u) for

u ∈ U \ B. Thus, instead of recomputing δ(u) = δA(u) for

each customer after adding a new element into the customer

set, we perform lazy evaluations: we preserve a list recording

the marginal gain δ(u) for each candidate customer u of the

merchant m in a decreasing order. When searching the next

customer for adding it into the customer set Sm, we traverse

the nodes in the list. If δ(u) for the top node is invalid, we

recompute it, and insert it into the list according to the existing

order; otherwise, we move the top node to the customer

set Sm. Therefore, we can find a new customer, without

recomputing δ(u) for each candidate customer, consequently,

improving the computation performance.

V. EXPERIMENTS

We conduct experiments on a real-world dataset to demon-

strate (1) the impact of the parameter α on valuable customer

selection, (2) the performance of our approach compared to

other models and (3) the correlation of the selection results

from different models.

A. Experimental Setup
1) Dataset: The dataset Rec-Tmall1 and the platform

TianChi are provided by Tmall2, a well-known commerce

site in China. Rec-Tmall contains enormous logs of online

customer behaviors. T ianChi is running on an Open Data

Processing Service (ODPS), which is developed to deal with

big data.

To ensure the reliability of the experimental results, we first

preprocess the dataset. The statistics of the dataset before and

after preprocessing are presented in Table II. We only keep

the products that have more than 5 purchase records and the

merchants having more than 10 products. For each product,

we use the latest 20% of its records for testing and the rest

records for training.

Due to the privacy issue, the dataset Rec-Tmall doesn’t

provide the profit rate and price of each product. Therefore,

without loss of generality, we set the profit rate of each product

from 5% to 30%, and the price of each product from the same

1https://tianchi.shuju.aliyun.com/datalab/dataSet.htm?spm=5176.100073.
888.15.W14WTh&id=2

2www.tmall.com
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merchant to be equal, so the profit RvTv of each product can
be reduced to Rv . Specifically, we use the following three

strategies to generate the profit rate for each product: (1)

randomly; (2) in inverse proportion to the sales volume ; (3)

in direct proportion to the sales volume

2) Benchmark Methods: To evaluate the effectiveness of

the IPS model, we compare it with three related models: the

IPS EP model, the IPS EI model, and the IPS EPI model,

mentioned above. Specifically, we use different nondecreasing

concave functions f(x) for these methods. Moreover, to eval-

uate the customer selection performance of our approach, we

compare it with the following methods:

IS. In this method, only the part of interested customer

selection is considered. Thus, it is equivalent to set α to 1

in our IPS model.

Traditional Recommendation Methods. We implement user-

based CF [6] and item-based CF [5] for customer selection. In

both UCF and ICF, the Customer-Merchant matrix is derived

from the interaction between customers and merchants (i.e.,

purchasing behaviors of customers in merchants).

3) Evaluation Metrics: We evaluate the proposed model

from three aspects: accuracy, average profit per customer, and

average profit of purchased products.

Accuracy. Given the selected set Sm for the merchant m,

prem measures the rate of selected customers that really

purchase products in the merchant, which is defined as

Prem = |Sm∪SPm|
|Sm| , where SPm is the customers who really

purchase products of merchant m.

Customer Average Profit. To measure the profit that the

selected customers can make for the merchant, we propose

the following metric to measure the average profit of each

customer which is defined as Pro um =
∑

v∈Im
QvRv

|SPm| , where

Im is the products that are sold in the merchant m, and Qv

denotes the sales volume of the product v.

Product Average Profit. We use the average profit of the

purchased products in the test set to measure the customers’

profit preference, which is defined as Pro vm =
∑

v∈Im
QvRv

∑
v∈Im

Qv
.

B. Sensitivity of Controlling Parameter

Before the experiments, we first set the size of the interested

customer set for each product to be 40 since it can get the best

precision result. Specifically, for each merchant and α, we run

Equation 6 to obtain a set of 20 valuable customers from the

candidate customers. Besides, the performance of benchmark

methods IPS EP, IPS EI and IPS EPI also can be changed

by control parameters.

From the experimental results, we find that different func-

tions f(x) perform similarly, so we only demonstrate the

results when f(x) = x
1+x . Figure 2 shows the experimental

results on the precision and customer average profit metrics

with different profit rate generation strategies.

From the figure, we have the following findings: (1) all

the methods based on different product profit rate generation

strategies have similar performance; and (2) our proposed

approach IPS could increase the overall quality of selected
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(c) Direct Profit Rate

Fig. 2. Trade-off between interest and profit by tuning α with different profit
functions.

customers under a relatively acceptable compromise on accu-

racy, and outperform other related models.

C. Customer Selection Performance Comparison
In the second group of experiments, we compare the cus-

tomer selection performance of our proposed model with other

models on different customer set sizes with different f(x).
Customer Selection Performance. As mentioned above,

IPS outperforms IPS EP, IPS EI and IPS EPI in terms of the

metrics of precision and customer average profit. Thus, on

the two metrics, we here only show the results of IPS, IS,

UCF and ICF. Besides, for the product average profit metric,

we show the results of IPS, IPS EI and IS, since the results

of IPS EP and IPS EPI are much worse than those of IPS

and IPS EI, and the performance of ICF and UCF is almost

the same to that of IS. From the experimental results, we

find that different profit rate generation strategies have similar

performance, so we only demonstrate the results when we

generate each product’s profit rate randomly. Here, we choose

f(x) as ln(x + 1) and x/(1 + x), and set the value of α to

0.5. The precision and profit results are shown in Figure 3(a).

First, when comparing the results of IPS and IS, we can

observe that IPS could improve the customer average profit

and product average profit under a small compromise on

the precision. Then, from the comparison between IPS and

IPS EI, we observe that IPS is always better than IPS EI on
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Fig. 3. Customer selection performance Comparison.

the metrics of customer average profit and product average

profit, and slightly worse than IPS EI on the precision metric.

Second, from the comparison between our approach and other

traditional CF models, we observe that both UCF and ICF

perform poorly on the three metrics, and ICF is slightly better

than UCF. In summary, the above results show that it is

effective to use the two-stage strategy combined with the profit

measure to select the valuable customers for merchants.

Time Efficiency. We compare the proposed lazy greedy

algorithm with the exhaustive search and the naive greedy

algorithm. Due to the impact of other factors (e.g., the

scheduling of ODPS platform, the network conditions of the

machine group cluster, the time consumption of I/O), the

running times of IPS, IPS EP, IPS EI and IPS EPI for the

same solution are almost the same to each other. Here, we

only present the average running time of lazy greedy algorithm

and naive greedy algorithm, because exhaustive search is too

time-consuming. The results are shown in Figure 3(b). From

the results, we see that the proposed lazy forward algorithm

can greatly improve the running efficiency compared to the

naive greedy algorithm.

VI. CONCLUSION

To conclude, in this paper, we studied the problem on

valuable customer selection, under the goal of maximizing

the customer interested quality and profitable quality simul-

taneously. Along this line, we first generated many candidate

customers using a Bayesian personalized pairwise ranking

method based on the customer implicit feedback. Second, we

selected the valuable customers who are not only interested

in the merchant, but also capable of making good profits for

the merchant. Finally, extensive experimental results on a real-

world dataset demonstrated the effectiveness of our proposed

approach. We hope this study could lead to more future work.
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