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Abstract
Image based platforms are popular in recent years. With a large number of images in these image based platforms, how to 
properly recommend images that suit each user’s interest is a key problem for recommender systems. While a simple idea is 
to adopt collaborative filtering for image recommendation, it does not fully utilize the visual information and suffers from 
the data sparsity issue. Recently, with the huge success of Convolutional Neural Networks (CNN) for image analysis, some 
researchers proposed to leverage image content information for recommendation. Specifically, Visual Bayesian Personalized 
Ranking (VBPR) (He and McAuley, in: The association for the advancement of artificial intelligence, 2016) is a state-of-
the-art visual based recommendation model, which proposed to learn users’ preferences to items from two spaces: a visual 
content space learned from CNNs, and a latent space learned from classical collaborative filtering models. VBPR and its 
variants showed better recommendation performance with image content modeling. In the real-world, when browsing visual 
images, users not only care the image content, but also concern the matching degree of the image style. Compared to image 
content, the role of visual styles has been largely ignored in the image recommendation community. Therefore, in this paper, 
we study the problem of learning both the visual content and style for image recommendation. We leverage advances in 
computer vision to learn the visual content and style representation, and propose to how to combine visual signals with users’ 
collaborative data. Finally, experimental results on a real-world dataset clearly show the effectiveness of our proposed model.

1 Introduction

Visual signals are playing more and more important roles 
for users’ daily life (Wu et al. 2019). Especially in modern 
fast-paced society, users are reluctant to spend much time 
to read literal content, but prefer to browser visual images 
(Gelli et al. 2018). To adapt to the modern society, more and 
more image based applications, such as Instagram, Flickr 
and Pinterest, have emerged. In the meantime, most of these 
platforms allow users to upload images to further increase 
the prosperity. With millions of images uploaded in the 
image platforms every day, how to design an image recom-
mendation algorithm has become a key issue. Accurately, 

predicting users’ visual preferences and making personal-
ized recommendation could increase the users’ satisfaction 
and loyalty, which is beneficial for both users and platforms.

As Collaborative Filtering (CF) is one of the most popu-
lar approaches for recommender systems (Koren 2008; 
Sarwar et al. 2001), a natural idea is to perform image rec-
ommendation with these CF models. For example, with 
user-image implicit feedbacks, Bayesian Personalized Rank-
ing (BPR) (Rendle et al. 2009) is a pair-wise based ranking 
model for CF. BPR projects users and items in a latent space, 
and learns user and item latent representation with a rank-
ing loss function from users’ behavior. Though successful, 
these kind of models suffer from the data sparsity issue of 
user behavior. Recently, the development of convolutional 
neural networks has dominated the computer vision com-
munity, and showed state-of-the-art performance on many 
image classification tasks (Radenović et al. 2018; Ren et al. 
2015; Simonyan and Zisserman 2015). Given the superior 
performance of CNNs for image content modeling, research-
ers proposed to leverage the image content from CNNs to 
alleviate the data sparsity in CF and enhance image recom-
mendation. E.g., VBPR is one of the first few attempts that 
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combine BPR and image content learned from CNNs for 
image recommendation (He and McAuley 2016). Further-
more, some researchers also extended VBPR and combined 
additional data, such as the uploader information, the social 
network for image recommendation.

Besides the image content modeling for recommendation, 
image styles also play an important role for users’ visual 
experience. When browsing images, users’ preferences are 
not only decided by “what is the content of this informa-
tion”, but also “does the image style matches my taste” (Wu 
et al. 2019). While visual content features are empirically 
effective for image based recommendation, the visual styles 
are largely ignored in the image recommendation research 
community. Compared to image content, the image style is 
more abstract and hard to be represented. Therefore, how to 
learn visual content and visual style for images, and leverage 
them for image recommendation is quite challenging. To 
this end, in this paper, we propose to learn image content 
and style for better image recommendation performance. 
Specifically, as previous works, we use the last fully con-
nected layer in CNNs for image content modeling. For image 
style representation, we propose to borrow the state-of-the-
art computer vision community and use a feature space 
designed to capture the textual information from the com-
puter vision community (Gatys et al. 2016, 2017). After that, 
we design a user preference learning function that considers 
users’ latent preferences, the visual content and style prefer-
ences. To show the effectiveness of the proposed model, we 
conduct experiments on a real-world image recommendation 
dataset. The experimental results clearly show the effective-
ness of our proposed model.

2  Related work

As one of the state-of-the-art personalized ranking methods, 
Bayesian Personalized Ranking (BPR) proposed by Rendle 
et al. is based on Latent Factor Model and adopts pairwise 
approach to make implicit feedback as relative preferences 
rather than absolute one. Specifically, a user u is assumed 
to prefer an item i to an item j. Thus, the user-item pair 
(u, i) is observed and (u, j) is non-observed (Rendle et al. 
2009). It shows a good performance and has been a popular 
strong baseline in researches concerned. In the real-world 
applications, instead of the explicit action or inaction, the 
multimedia information of items is usually implicitly related 
to users’ opinions (Bartolini et al. 2016; Canini et al. 2012; 
Chen et al. 2017). Specifically, in image recommendation, 
user preferences are mainly reflected by the vision feature 
of items (e.g., some users like science fiction images, others 
like landscape images).

In image recommendation, in order to utilize rich con-
tent information of images, researchers proposed some 

recommendation models by considering the rich context 
information (Chen et al. 2016; He and McAuley 2016). 
Typically, Visual Bayesian Personalized Ranking (VBPR) 
(He and McAuley 2016) is a breakthrough algorithm which 
is the first time to contain the visual information into BPR. 
It extracts image content features via pre-trained convo-
lutional neural network and adopts embedding method to 
reduce the dimensions of visual item factors (Fan et al. 2008; 
Krizhevsky et al. 2012). But, VBPR not measures users’ 
preference to image of item and it has weak interpret abil-
ity (Liu et al. 2017; Luo et al. 2018). Simultaneously, there 
are some other image recommendation models (Guo et al. 
2019; Hsiao and Grauman 2017; Shankar et al. 2017) that 
trying to consider fine-grained features in order to enhance 
the accuracy and interpretability of VBPR. E.g., Guo et al. 
proposed a model that combining the feature embeddings 
of the fine-grained image objects, and considering the rela-
tive weights which may be distinct for different users. Also, 
some researchers showed that image feature with others rich 
information can better reflect users’ personality. E.g., visual 
factors combined with user tags, geographic features can 
effectively improve the quality of image recommendations 
(Niu et al. 2018) Besides, in social contextual recommenda-
tion, social links, dialog history and images uploaded are the 
most important factors that should be considered (Jiang et al. 
2014; Wang et al. 2017).

Usually, image recommendation develops with the pace 
of computer vision. Recently Gatys et al. proposed a new 
model of extracting image styles based on the feature maps 
of convolutional neural networks (Gatys et al. 2016). The 
proposed model showed high perceptual quality for extract-
ing image style, and has been successfully applied to related 
tasks, such as image style transfer, and high-resolution image 
stylization (Gatys et al. 2015). In this way, we think that 
visual style is also a considerable character that cannot be 
ignored. Thus, we take visual content and visual style into 
account for image recommendation.

3  Visual embedding and problem 
formulation

Users’ preference, especially in image oriented platforms, 
is changeable but analyzable, which can be decided by both 
non-visual factor and visual factor. The non-visual factor 
can be regarded as latent factor, which can be extracted via 
matrix factorization. As for visual factor, apart from the 
basic content of images, the style of images is also con-
cluded as an important factor. In this section, we illustrate 
how to extract visual content feature and visual style feature. 
Then, we use two extracted features to model user’s visual 
preferences. Finally, problem formulation is presented.
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3.1  Visual embedding

3.1.1  Visual content embedding

Image always plays an essential role in social platforms, 
especially in image oriented platforms. Users show more 
interest in visual information than text information as image 
can directly show the information publisher’s ideas and 
intentions. Totally, image content feature is extracted from 
convolutional neural network, which can reduce processing 
data volume, simultaneously, preserve visual information as 
more as possible.

In this paper, we apply VGG19 to help us extract visual 
content feature (Simonyan and Zisserman 2015), which is 
a common method to extract feature. VGG19 is capable of 
extracting visual content feature in highly efficiency and 
quality. According to the ability of CNN model for visual 
tasks (Donahue et al. 2014; Gatys et al. 2016; Tzelepi and 
Tefas 2018), the nearer the feature map to the output layer, 
the more information the factor representation contains. 
Thus, we use the f c

i
 dimensional representation in the last 

connected layer in VGG19 as visual content feature vector 
representation of one image. In several popular models like 
VBPR, embedding is widely used to reduce dimensions. 
Therefore, we suggest an embedding matrix E multiplied 
by visual content feature matrix, which is capable of reduc-
ing dimension from a high dimension to a lower dimension 
in linearly transformation (He and McAuley 2016).

where Ec is a C × Fc embedding matrix (C is far less than 
the size of f c

i
 , like 32 or so), f c

i
 (Fc − dimensional) denotes 

the visual content feature vector obtained from the last 

(1)wc
i
= Ecf

c
i
,

connected layer in VGG19. After multiplication of embed-
ding matrix and visual content feature vector, the visual 
content feature is extracted into C-dimension vector (Fig. 1).

3.1.2  Visual style embedding

In image oriented platforms, users no more keep eyes on image 
content only, besides, their preferences are also highly influ-
enced by image style. In a real world, if one user is into Van 
Gogh style images, we have a very high level of confidence 
that this user is interested in similar style images uploaded by 
other publishers. In the same way, the one who likes uploading 
a sort of color assortment is fond of the same color assortment 
images uploaded by others. Therefore, visual style should be 
taken into consideration as one of attribution in social recom-
mendation. In accordance to the ability of CNN model for 
visual tasks (Chu and Wu 2018; Donahue et al. 2014; Gatys 
et al. 2016), the feature map nearer to input layer contains more 
visual style feature information. In this paper, we choose a 
common practice of image style extraction (Gatys et al. 2016). 
This method has a powerful ability to perception and as an 
image style extraction method, it has been widely used in many 
image-style based researches.

This method is aimed to measure which features in the style 
layer l activate simultaneously for the style image. A Gram 
matrix is proposed for tensors output by style layers l. It cal-
culates dot products for the vector of the feature Fl

ik
 , which 

denotes the j-th filter at position k of a style layer l.

where G is a Gram matrix, denoting the correlation between 
feature map i and j in style layer l . Researches show that 

(2)Gl
ij
=
∑

k

Fl
ik
Fl
jk
,

maxpool

maxpool

maxpool

maxpool
maxpool

Fig. 1  Diagram of VGG19 convolutional neural network. It shows the process of visual content and visual style extraction
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the visual style representations on layers ′con1_1′ , ′con2_1′ , 
′con3_1′ , ′con4_1′ and ′con5_1′ can represent the textures of 
an image better. Thus Gram matrices G1,G2,G3,G4,G5 can 
be obtained from these five layers, which provides descrip-
tions of the image style (Gatys et al. 2017, 2016). However, 
the size of Gram matrix is very large, we downsample each 
Gram matrix into a fixed size of 32 × 32 , and concatenate 
the style vectors of the downsampled Gram matrix of the 
five layers. Finally, we obtain a 1024 dimensions vector for 
an image, representing the visual style.

After we obtain the visual style features for all images, 
we have to process the vectors because they are too large 
to handle. Similarly to visual content, we choose a embed-
ding matrix E multiplied by visual style vectors. In this 
way, lower dimensional visual style representations are 
obtained.

where ws
i
 denotes the low dimensional style representation 

after processed, Es is the embedding matrix and f s
i
 is original 

visual style representation of image i . The inner product Esf
s
i
 

transforms the original Fs-dimensions into S-dimensions, 
which is lower and convenient to calculate.

3.2  Problem formulation

We use U and I  to denote the set of users and the set of 
items, and every user has a positive feedback item set I+

u
 

(e.g. ratings ) and implicit feedback I�I+
u

 (e.g. browsing 
image dialog). Besides, we identity two aspects of visual 
information, i.e., visual content and visual style. For one 
image i, it has the visual content f c

i
 and the visual style 

f s
i
 (Table 1).

(3)ws
i
= Esf

s
i
,

4  The proposed model

In this section, we propose our ranking model  (visual 
Content and Style based Bayesian Personalized Rank-
ing  (CSBPR)). First, prediction function is illustrated to 
explain how we combine the non-visual factors and visual 
factors. Then, we introduce Bayesian Personalized Rank-
ing, which sorts the scores given by prediction function, and 
ultimately obtain the recommendation results.

4.1  Prediction function

Given the rating matrix R and the corresponding images of 
items, we identify that a users’ preferences are influenced by 
three aspects. Specifically, the ratings matrix R from each 
user’s feedback is well recognized as a latent and an impor-
tant factor in the image recommendation (He and McAuley 
2016; Wu et al. 2019). When a user sees a new image, it’s 
natural to pay attention to the style and content of the image. 
So, we design the two visual aspects in users’ preference 
decision process: the visual content aspect that explains 
the user preference for the content of image, and the visual 
style aspect that shows the user preference for the style of 
image. These three aspects characterize each user’s implicit 
feedback to images, so we define three embedding space to 
catch the three aspects characterize (the latent embedding 
space, the content space and the style space). Specifically, 
each user associated with three embedding (pu , cu and su ), 
and each item associated with a base embedding li and two 
visual representation ( f i

c
 and f i

s
 ). The content user embed-

ding vector cu characterizes each user’s preference from the 
content of images. Similarly, the style user embedding vec-
tor su characterizes each user’s preference from the style of 
images. Thus, by combining the visual content and style of 
image, we can better model each user u’s predicted prefer-
ence to image i as shown in Fig. 2.

As shown in Fig. 2, our model is based on latent fac-
tor model which remarkably avoid the data sparsity and has 
ability to learn from implicit feedback. The basic prediction 
formulation of latent factor model is shown as follows:

where � is presupposed average score of user-item rating 
matrix, bu and bi denote the bias of users and items, pu and 
li are lower-dimensional vectors respectively representing 
the latent factors of user u and item i. The inner product pT

u
li 

is in order to connect the latent interest of user u and item 
i attributions.

Adding the visual content and style of images in our 
model, the predicted preference score is obtained:

(4)r̂u,i = 𝛼 + bu + bi + pT
u
li,

(5)r̂u,i = 𝛼 + bu + bi + pT
u
li + cT

u
wc
i
+ sT

u
ws
i
,

Table 1  Mathematical Notations

Notations Description

U User set, |U| = M

I Item set, |I| = N

u User
i, j Image
I+
u

Positive item set of user u
Mp The base embedding matrix of users
Ml The base embedding matrix of items
Mc The content embedding matrix of users
Ms The style embedding matrix of users
f c
i

The visual content representation of item i
f s
i

The visual style representation of item i
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where wc
i
 and ws

i
 are lower-dimensional vectors respectively 

denoting the visual content and style features of image i. The 
inner product cT

u
wc
i
 contains both the user u interest forward 

image content and item i visual content feature. It reflects 
the preference degree which user u gives to item i in visual 
content. Similarly, the inner product sT

u
ws
i
 possesses the user 

u interest to image style and item i visual style feature, which 
can represent the preference degree of user u given to item u 
in visual style. According to Eqs. (1) and (2), the prediction 
function Eq. (5) can be rewritten as:

where the  f c
i
 and  f s

i
 are the content representation and style 

representation which are extracted by pre-trained VGG19 
(Simonyan and Zisserman 2015). The Ec and Es is an embed-
ding kernel which linearly transforms.

4.2  Model learning

Usually, according to data among the existing users and items, 
we can obtain all item ratings given by users and recommend 
the several highest ratings items to users, such as funkSVD 
(Bell et al. 2009). However, under the background of recom-
mending the low single-digit items from tens of millions of 
items, the rank of high score items appears to be very impor-
tant. Bayesian Personalized Ranking is such a method, which 
adopts pairwise approach, sorting among all items. A training 

(6)r̂u,i = 𝛼 + bu + bi + pT
u
li + cT

u
(Ecf

c
i
) + sT

u
(Esf

s
i
),

set DS is composed of triples of the form (u, i, j), where user u 
provides positive feedback to item i and no feedback to item j.

Bayesian Personalized Ranking is based on maximum a 
posteriori probability. A posteriori probability is proportional 
to the likelihood probability multiplied by the prior probability. 
Thus, for every user u:

where � = [Mp,Ml,Mc,Ms,Ec,Es] denotes the parameters 
in our model. The >u represents the preference relation of 
user u to all of items. The right side of this equation can be 
divided into two parts, P(>u |𝜃) and P(�) . As for the first 
part, Rendle et al. (2009) propose assumptions that the pref-
erence relations of every user is independent and one user’s 
preference to every item is independent. Thus, the first part 
can be rewritten as:

where r̂uij can be defined as r̂ui − r̂uj according to latent fac-
tor model. For second part P(�) , Rendle et al. (2009) use 
Bayesian assumption, assuming that the probability belongs 
to normal distribution P(�) ∼ N(0,

∑
�
) . Under this assump-

tion, lnP(�) and ‖�‖2 are in direct proportion. In order to 

(7)DS = {(u, i, j)|i ∈ I+
u
∧ j ∈ I�I+

u
}.

(8)P(𝜃| >u) ∝ P(>u |𝜃)P(𝜃),

(9)
∏

u∈U

P

(
>u |𝜃) =

∏

(u,i,j)∈DS

𝜎(r̂uij

)
,

Fig. 2  The overall architecture of the proposed model. Rating dimen-
sion is composed by latent factors, visual content factors and visual 
style factors. Inner products between users and item factors model the 

compatibility between users and items.  For avoiding overfitting, we 
also introduce bias terms and normalization
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reduce the unknown hyperparameters and make subsequent 
model learning easier, we use ‖�‖2 to replace lnP(�) . Finally, 
the optimization criterion is used for Bayesian Personalized 
Ranking:

where � is the logistics sigmoid function, in practice we 
set �(x) as a sigmoid function that transforms the input into 
range (0, 1). � is model specific regularization term that reg-
ularizes the user and item embeddings. This method can be 
efficiently learned via stochastic gradient ascent. There are 
four sets of parameters should be updated in the above loss 
function: (1) the sampled triple (u,i,j) (2) the latent factors 
parameters, (3) the visual content parameters, and (4) the 
visual style parameters. We train the above parameters with 
Adam in TensorFlow.

4.3  Scalability

Due to the fact that our proposed loss function is on the 
base of BPR model, we compare the time complexity 
with BPR model. Due to the fact that the number of posi-
tive samples is far less than the negative samples. Thus, 
according to the Bayesion hypothesis, the BPR model costs 
O(MCL) , where M is the number of users, C is the positive 
samples of items, and L is the dimension of latent factors. 
Similarly in our proposed CSBPR model, for latent fac-
tors, visual content factors and visual style factors, the M 
and C are same and the dimensions of them are L, C and S 
respectively. Therefore, the proposed CSBPR model cost 
O(MC(L + S + C)).

5  Experiments

5.1  Experimental settings

Dataset In order to demonstrate the real performance of our 
proposed model better, we select a large dataset from the 
biggest image sharing social platform Flickr, which is an 
extension on the basis of the widely used NUS-WIDE data-
set (Chua et al. 2009). NUS-WIDE contains approximately 
270,000 images which are classified by 81 humans. In the 
process of data preprocessing, we filter out those users and 

(10)

lnP(𝜃� >u) ∝ lnP(>u �𝜃)P(𝜃)

= ln
�

(u,i,j)∈DS

𝜎(r̂ui − r̂uj) + lnP(𝜃)

=
�

(u,i,j)∈DS

ln𝜎(r̂ui − r̂uj) + lnP(𝜃)

=
�

(u,i,j)∈DS

ln𝜎(r̂ui − r̂uj) + 𝜆‖𝜃‖2,

images that have less than 10 rating records. In this way, we 
draw a smaller but in higher sparsity dataset with 4418 users, 
31,460 images and 761,812 rating records. In data splitting 
procedure, we adopt the leave-one-out strategy (Chen et al. 
2017; He et al. 2017), which is mentioned in several research 
works. To be specific, we choose the last rating record of 
users as test data and the remaining are used as train data. 
In order to tune algorithm parameters, we randomly select 
5% data from train set as validation set. Table 2 shows the 
statistics of the datasets after splitting.

Evaluation metric In order to evaluate our model perfor-
mance more scientifically, we use two the most widely used 
metrics for top-K ranking recommendation: the Hit Ratio 
(HR) and the Normalized Discounted Cumulative Gain 
(NDCG) (Chen et al. 2017; He and McAuley 2016). HR 
calculates the percentage of images that user likes in top-K 
recommend, which reflects the accuracy of recommendation. 
The NDCG values the gain between all images position in 
top-K list and the hit images list, which represents the preci-
sion of top-K recommend.

Baselines We compare our proposed model Visual Con-
tent and Style based Image Recommendation with the fol-
lowing baselines:

• BPR : This method is a classical ranking method based 
latent factor model, which is extended on the basic matrix 
factorization, adding the bias terms and regularization. 
This method uncovers the latent features of users and 
items and comes up with more personalized rankings 
for each user. It is acknowledged recognized as a strong 
baseline for personalized recommendation (Rendle et al. 
2009).

• VBPR : This method takes visual content into recom-
mendation, which considering both latent dimensions of 
users’ preference and visual dimensions. The visual con-
tent is extracted from pretrained VGG19 network, same 
as our proposed model (He and McAuley 2016).

• SBPR : where S denotes visual style. This baseline only 
considers the influence of visual style factors and latent 
factors, excluding visual content, where visual style fea-
ture is extracted from the same method as our proposed 
model.

• Content+Style : This method is a modification of our 
proposed model, which only considers the influence of 
visual content and visual style. The latent factors are not 

Table 2  The statistics of the dataset after splitting

Dataset Users Images Ratings

Train 4418 31,460 752,948
Validation 4418 1573 37,647
Test 4418 4418 4418
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taken into account. Similarly, the visual content features 
and style features are as same as our proposed model.

Parameter setting The one important parameter in our model 
is the dimension D of the user and image embedding, includ-
ing visual content embedding, visual style embedding and 
latent factor embedding. We test the performance of our 
model under D in [16, 32, 64, 128]. For convenience, we set 
the same dimension for these three embedding in order to 
obtain the best performance of our model. We find that when 
D = 32 , our proposed model reaches the best performance.

Another main parameter is coefficient of normalization 
� . Normalization is aimed to avoid overfitting. We test the 
� in [0.00001,0.0001,0.001,0.01] with D = 32 to find the 
best state of our model showed as Fig. 4. And the best set 
is � = 0.0001.

There are several parameters in baselines. For fair com-
parison, all the model are test on the same dataset. We set the 
dimensions D of user and image embedding as 32, as same 
as our proposed model and all the baselines are in the best 
performance. For all models, we stop training when both 

HR@K and NDCG@K (K = [5, 10, 15,… , 50] ) in valida-
tion set begin to decrease.

5.2  General performance

There are two subfigures in Fig. 3 showing the overall per-
formance of our proposed model and baselines on HR@K 
and NDCG@K in top-K (K = [5, 10, 15,… , 50]) and results 
are shown in Table 3, where the results of our CSBPR are 
in bold showing its superiority.  According to the graphs, it 
is noticeable that our proposed model is outstanding among 
all the models in both HR@K and NDCG@K. And the 
VBPR and SBPR illustrate the almost same trend in both 
HR@K and NDCG@K, except for the results when top-20, 
which are better than the results of BPR with the same top-
K. VBPR improves over BPR about average 5% on NDCG 
and average 8% on HR by taking visual image information 
into the model, which makes up for the lack of data spar-
sity. As for our proposed model, no matter in NDCG or HR, 
it is always in the best position. On average, our proposed 
model CSBPR gradually rises to approximately 20% over 

Fig. 3  Overall performance of different models on NDCG@K and HR@K

Table 3  HR@K and NDCG@K comparisons for different models

Metric Models K = 5 K = 10 K = 15 K = 20 K = 25 K = 30 K = 35 K = 40 K = 45 K = 50

HR BPR 0.136 0.214 0.288 0.357 0.408 0.460 0.506 0.546 0.569 0.603
VBPR 0.143 0.232 0.308 0.369 0.428 0.466 0.522 0.551 0.588 0.618
SBPR 0.136 0.232 0.316 0.362 0.410 0.479 0.510 0.545 0.574 0.617
Content+Style 0.038 0.047 0.059 0.066 0.088 0.105 0.129 0.152 0.154 0.159
CSBPR 0.159 0.215 0.346 0.425 0.482 0.536 0.589 0.632 0.668 0.709

NDCG BPR 0.088 0.109 0.130 0.146 0.156 0.168 0.174 0.185 0.186 0.196
VBPR 0.091 0.118 0.140 0.153 0.170 0.171 0.187 0.191 0.198 0.202
SBPR 0.087 0.120 0.144 0.153 0.162 0.178 0.180 0.190 0.193 0.204
Content+Style 0.023 0.028 0.029 0.030 0.039 0.043 0.050 0.054 0.055 0.056
CSBPR 0.105 0.134 0.161 0.178 0.188 0.202 0.211 0.221 0.228 0.231
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BPR baseline, and more than 15% improvement over the 
VBPR on both NDCG and HR. Last but not the least, our 
proposed model stands out apparently with the increasing 
of value of top-K.

5.3  Parameter experiments

In this part, we introduce the process of the parameters tun-
ing. There are two main parameters that should be tuned par-
ticularly: the dimensions of the user and image embedding 
D and the coefficient of normalization � . Firstly, we test our 
embedding dimensions in [16,32,64,128] in top-10 recom-
mendation showed as Fig. 4. During the experiments, we 
found that the performance of recommendation not improves 
along with the increasing of embedding dimensions. A large 
dimension can contribute to overfitting and improve unobvi-
ously due to the data sparsity. We found that when embed-
ding dimension = 32, the proposed model gets the best 
performance relatively. Next, we conducted experiments on 
coefficient of normalization under embedding dimension = 

32, which is designed to avoid overfitting. We set normaliza-
tion in the range [0.01, 0.001, 0.0001, 0.00001]. According 
to the chart showed as (Fig. 4), even though the results are 
not obvious under these four dimensions, the performance 
when � = 0.0001 is better slightly.

6  Conclusion

Visual factors play an essential role in people’s daily life. 
Except for visual content, which can directly express the mean-
ing and opinion of images, visual style also influences users’ 
choices and preference deeply. In this paper, we proposed a 
scalable method (CSBPR) that incorporates the visual content 
and visual style into latent factor model. Our model is trained 
with bayesian personalized ranking with stochastic gradient 
ascent. Experiments on the large real-world datasets demon-
strate that our proposed model significantly outperforms other 
baselines. As part of our future work, we will consistently 
extend our model by considering more effective information.

Fig. 4  Diagram of the performance of our proposed model in diverse embedding dimensions in top-10 and varying normalization in same 
embedding dimensions 32
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