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Abstract—Recent years have witnessed a successful rise of the time synchronized gossiping comment, or so-called danmu combined

with online videos. This new business mode has enriched communication among users by sending users’ feelings through danmus and

sharing these danmus on time synchronized videos. Can danmu communication be helpful for better user behavior modeling or video

analyzing? To this question, in this article, preliminary attempts are made on analysis of users and videos by introducing a Danmu

dataset which is collected from a real-world danmu-enabled video sharing platform. The dataset contains 1.7 TB of videos and danmus

in total across eight video categories. With a focus on the 7.9 million danmus records and 4.8 million video frames, we first perform the

basic statistic analysis and high-level semantic analysis. After that, we show some of the previous work on this area, including user

behavior modeling, fine-grained video understanding and labeling, video plot generation and image-enhanced semantic understanding.

For each application, we also propose its possible future directions. We hope this new dataset will inspire new ideas in areas among

language, multimedia, and user understanding.

Index Terms—Danmu, comment, video, user-generated
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1 INTRODUCTION

RECENT years have witnessed a boom of online video-
sharing sites [1], which play an important role in peo-

ple’s daily life. According to the forecast by Cisco, online
video will hold more than 80 percent of consumers’ internet
traffic by 2020 [2]. Consequently, considering the fierce com-
petition among video websites, improving the watching
experience becomes the most important strategy to attract
and retain users. Meanwhile, thanks to the emergence of the
novel time-sync comments, or so-called Danmu [3], real-
time comments on video shots have become more and more
popular, e.g., niconico1 in Japan and Bilibili2 in China. Tak-
ing Bilibili as an example, it is revealed that it has a total
number of 1.4 billion danmus, and it is still growing at an
incredible rate of three million per day. Different from tradi-
tional online reviews which are displayed in a separate
space outside the video (e.g., Youtube)3, danmu is a new
type of comment that is overlaid directly on the top of

videos by synchronizing the comment with specific play-
back time. Besides, danmus are also different from subtitles.
Subtitles are provided by the video publisher, while
danmus are generated by viewers and the amount of text
and the number of topics are far more larger than that of
subtitles. As shown in Fig. 1, the word Danmu literally
means “bullets on the screen”, because it shows a similar
scene of comments flying across the screen [4].

As a matter of fact, by sharing danmus directly on the
time synchronized videos, this new type of business mode
has increased user activity, such as comments and views,
on these platforms. For example, Bilibili said that it was just
the special experience of danmus that led the platform to
have 71.8 million monthly active users in 2017, which is
2.5 times the number in 2016.4 Intuitively, through reading
danmus, audiences can involve directly and share their
opinions with others. Therefore, whether a user watches a
video is not only determined by the video content, but also
affected by other audiences’ previous interactions with the
video. In other words, as audiences have got accustomed
to danmu-styled interactions, a video itself is no longer the
only factor that attracts users. In addition, audiences are
more eager to see others’ opinions or even to gossip about
several typical plots or characters, as shown in Fig. 1.

In fact, though danmus are regarded as comments by
audiences, they are more than ordinary text data. They have
several characteristics that help build relationships among
language, multimedia and human behavior. First, there are
many special expressions in danmus, for example, “2333”
represents laughing5 while “high energy”(literal translation)
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indicates a climax6 ahead. These special expressions are asso-
ciated with users’ emotions and interest. Second, though
danmus are time synchronized comments on videos, these
language expressions are not limited to the Question
Answering pattern. They are style-free user opinions which
are correlated to episodes, music, several specific actors or
real-time events. Last but not least, danmus have several
characteristics when they are presented to users, e.g., special
color, appearance mode and several special emojis, which
help to reveal a user’s or a community’s behaviors. In sum-
mary, those characteristics show danmus ’ potential in
domains such as Natural Language Processing (NLP), media
understanding and user modeling in academic and industry.
Several prior studies have made preliminary attempts to
apply danmus to various domains, such as language ana-
lyze [5], [6], semantically comments understanding [7], com-
ment based video understanding [4], or user behavior
modeling [8], [9]. These studies focused on a unique aspect
of danmus— how to comprehensively understand danmus,
but their potential research and application values is sill
being explored.

To this end, in this paper, we put forward a novel danmu
dataset 7 that provides a possibility of deeper understand-
ing to users and videos. The dataset is collected from the
large danmu-enabled video platform Bilibili. It contains
1.7 TB of videos and danmus in total across 8 kinds of
video categories, including 7.9 million danmu records and
4.8 million video frames. To understand this dataset com-
prehensively, we first give a detailed description to data
types, followed by statistical analysis. Then, we focus on the
textual expressions of danmus with high level semantic
analysis. After that, we provide several research tasks of
the dataset, including: user behavior analysis in danmu-
enabled platforms, video analysis and modeling with dan-
mus, and the image-enhanced sentence understanding. For
each research task, we also introduce key ideas and the
possible future research directions along this line briefly.
We hope the release of this dataset could shed light on more
future research works on it.

The remainder of this paper is organized as follows. In
Section 2, we discuss the related work briefly. Section 3
presents basic information of the dataset, including data col-
lecting, pre-processing and its format. Sections 4 and 5 show
deeper analysis of danmu data on statistics, semantic and
human behavior levels, which is expected to be useful in
inspiring new researches. Next, we report and analyze

typical applications of danmu and danmu-enabled videos
in Section 6. Finally, we conclude this paper in Section 7.

2 RELATED WORK

In this section, we review the related works from two
aspects: 1) Existing Vision & Language datasets; 2) Applica-
tions of Time-sync Video Comments.

2.1 Vision and Language Datasets

Bringing vision and language elements into an intelligent
system has long attracted a large group of researchers. A
proper dataset is of vital importance to modern models [10],
[11] which provide end-to-end methods, i.e., combining
deep convolutional networks and recurrent neural net-
works as autoregressive models, and currently dominate
this area. Most available datasets contain both vision and
language information that mainly focus on the task called
Image Caption [12], [13], [14] or Video Description [15], [16],
[17], which aims to generate “meaningful” descriptions
from images or episodes, where the descriptions are strictly
based on objects or attributes. Those vision & language
datasets often provide one or multiple captions per image.
The captions of these datasets are either the original photo
title and descriptions provided by online users, or are gen-
erated by crowd workers for existing images. In contrast,
video datasets [18], [19] aligned with descriptions, generally
represent limited domains and small lexicons, which is
due to the fact that video processing and understanding is
a very compute-intensive task. In addition, there are also
some video datasets [20], [21] containing tag/label informa-
tion. They do not include text data and usually have a dedi-
cated usage, such as video classification [22], [23] and
human motion/activity recognition [24], [25].

However, no matter the above datasets are collected from
social networks or labeled by crowd workers, they are more
concerned with the objective relationship between vision
and language other than the users’ subjective opinions or
behavior. In contrast, since the time-sync comments are sent
to a certain video by millions of real audiences at any time,
they always indicate users’ immediate interest better. And,
this immediate interest can be used to model the relation-
ships between users and media. Moreover, some of the
unique properties (e.g., frequency, position, color, or emojis)
of danmu data can also reveal users’ special behaviors,
which are useful in some important searches on social
media [26], [27], [28]. Above all, Danmu dataset tends to be
larger in size and contain more contextual information,
which is bringing media, language and user together.

2.2 Applications of Time-Sync Video Comments

Time-sync comment, which has received growing research
interests, is a new interactive mode and provides a new
source of information regarding the video. Early works
mainly focused on statistics for comments and the co-relation
between comments and videos. Lin et al. [5] analyzed com-
ments sent by Chinese users when they were watching Japa-
nese movie. They proposed a statistical method to identify
whether a Chinese word is a loanword from Japanese or not
based on danmus. In [6], the author investigated co-relation
between emotional comments and popularity of a video.

Fig. 1. The danmu-enabled video and the gossiping behavior.

6. http://www.szdaily.com/content/2015-11/23/content_
12510781.htm

7. Available on http://bigdata.ustc.edu.cn/dataset/Danmus
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In contrast, recent works tend to process time-sync com-
ments on a more complex semantic level. A Temporal and
Personalized Topic Model (TPTM) [7] is used to generate
time-sync video tags for videos using comments only. Fur-
thermore, with the success of deep learning technologies in
various domains, modeling time-sync comments with neu-
ral networks is considered to be a new fashion. In [4], a
semantic embedding technology is involved to perform
temporal-labeling for video shots. They first represent time-
sync comments into semantic vectors, then a video splitting
framework is designed to extract and label meaningful
segments based on mapping the semantic vectors to pre-
defined labels in a supervised way. Based on the fact
that time-sync comments are semantically related to the
corresponding frame, danmus are further leveraged to
learn image-enhanced model to perform Natural Language
Inference (NLI) tasks [29].

Above all, time-sync comments or danmus, as a new
interaction mode for online videos, are gradually support-
ing the needs of various researches. They have great poten-
tial value in both academia and industry.

3 DATASET

In this section, we make a brief introduction to the Danmu
dataset, which will cover these three following aspects: 1) The
source and methods for data collections; 2) Pre-processing of
the the videos and danmus; 3) The structured data format.

3.1 Data Collections

To understand videos and user behaviors comprehensively,
we collect data from Bilibili8, which is one of the largest
danmu-enabled video sharing platforms in China. We crawl
videos and danmus through web pages that are available to
the public. The original data contains 1.6 TB of videos which
were published in the last 7 years from 2011 to 2018. Those
videos have been also watched and commented with
7,924,272 danmus by 2,097,079 different users. In order to
satisfy various research requirements, those data are crawled
from the following 8 categories: Anime, Movie, Dance, Music,
Play, Technology, Sport, and Show.

� Movie: This category includes classic movies from all
over the world. As the eighth art form, movie shows
us stories with rich plots by depicting different
scenes and showing different relations between char-
acters. Moreover, a movie usually lasts 1 or 2 hours,
during which there are a large number of scene
changes and plot fluctuations.

� Anime: This category contains Japanese animations (a
style of hand-drawn and computer animation) which
shows more exaggerated plots and personifies many
objects. Moreover, as a typical representative of the
ACG (i.e., Anime, Comic and Games) culture, anime
contains plenty of domain knowledge, which reveals
current popular contents. This kind of information
is highly diverse in various aspects (complexity,
expression, etc), posing plentiful challenges to lan-
guage and images.

� Dance: This category refers to a special channel in
Bilibili, where the videos are user-uploaded ones
with content of dances accompanied by ACG related
music. This kind of videos do not contain specific
plots or stories. Most of them intend to show current
popular ACG dances that are originally shown by
animation characters.

� Music: This category is mainly composed of ani-
mated songs or pure music, and is accompanied by
user generated MV extracted from a specific video.

� Play:This category mainly focuses on user-generated
instrumental videos, including piano, violin, and other
nichemusical instruments. Its scene barely changes.

� Tech: This category includes science and technology
experiments presented in a simple and straightfor-
ward way. It mainly explains several common or
unusual phenomena in the real world. Most of the
videos in this category are less than 20 minutes.

� Sport: This category consists of different kinds of
sports playback videos or sports related commentary
videos. Part of these videos are complete sports
events. Others are the clips of the exciting parts of
the sports events.

� Show: This category mainly consists of different vari-
ety shows. As an important part of TV shows, variety
shows draw plenty of people’s attention, leading the
current trend of fashion. This kind of videos include
tremendous contents, such as stars, popular games,
songs and so on.

There are still millions of videos that are quite different in
various aspects. In order to model and evaluate danmus,
videos, and user behaviours better, we crawl videos with
higher danmusdensity, which can be defined as the number
of danmus divide by the video’s duration. Next, we will
introduce the data pre-processing. The final version of the
dataset can be downloaded on: “http://bigdata.ustc.edu.
cn/dataset/Danmus”.

3.2 Pre-Processing

To protect the privacy of the original users who sent these
danmus, all the user IDs are hashed. Besides, the raw video
files are not released due to their copyrights.9 If you need
the raw videos for academic purpose, please contact us.

3.2.1 Danmu Text Translation

In order to adapt to more application, we intend to translate
the danmus, which are Chinese comments, to English. Since
our main focus are sentiment analysis and multimodal
research, we did not focus on the translation of danmus.
Thus, we take advantage of different available translation
tools, such as Google Translation,10 Baidu Translation,11 as
well as Youdao Translation,12 to translate the original Chi-
nese danmus to English version.

Moreover, danmus contain plenty of domain-specific
words, which cannot be easily translated with online tools.

8. https://www.bilibili.com

9. We do not own the copyrights to the videos and the danmus.
Their use is restricted to non-commercial research and educational
purposes.

10. https://translate.google.cn/
11. https://fanyi.baidu.com/
12. http://fanyi.youdao.com/
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Thus, we first utilize Name Entity Recognition tool, i.e.,
Stanford CoreNLP,13 to label all the name entity in danmus.
Next, we translate these name entities to pinyin. Then, these
modified danmus are sent to translation tools to get their
English version. Along this line,most of the domain-specified
name entities are kept in the translation process, which is
beneficial to semantic understanding and further research
about danmus.

3.2.2 Font Color Shrinking

We have noticed that every danmu has a color specified by
its sender. The original danmu color is represented in
24-bits RGB form, which allows 16,777,216 color variations.
The color space is too large for some statistical applications.
To simplify the usage of color, we shrink the color space to
64. We achieve this by reducing the number of bits that are
used by color channels. For example, suppose we have a
24-bits color denoted as c23c22:::c0, and the 3 channels are
c23c22:::c16 for red, c15c14:::c8 for green and c7c6:::c0 for blue.
To reduce the color space, for every channel, we take the
highest two bits to form a new channel, i.e., r ¼ c23c22 for
red, g ¼ c15c14 for green and b ¼ c7c6 for blue. Note that the
new channels (each has only 2 bits) can have at most 64
combinations. Then we repeat the new RGB channels 4
times to recover the 24-bits format rrrrggggbbbb as the
shrinked color.

3.2.3 Key Frame Extraction

As mentioned before, our raw data are collected from the
Internet. To protect the copyright of the videos, the original
video files are not available in this dataset. Instead, we pro-
vide video frames (images) to support computer vision
related research. To be specific, first we split every video
into images by 1 frame per second. Then, the frame will be
re-sized with its height being 480 pixels (keep the original
ratio). Finally we have 4,816,133 frames in total.

Since the total number of frames is too large and com-
ments are sparse (there is even no comment in many
frames), key frame extraction is carried out to reduce the
amount of data and increase the density of comments. To be
specific, we first extract features for frames by constructing
the scalable color descriptors (SCD) [30]. Then, based on
these features, an affinity propagation algorithm [31] is per-
formed to cluster the frames, and the kernels are collected
as our key frames.

3.3 Data Format

Finally, we provide our dataset in three collections: Video-
Meta, Danmus and Frames.

3.3.1 Video-Meta

This collection provides meta information of 4,435 videos,
which include category, video ID, title, description, etc. There
are also some rating attributes, e.g., the number of being
viewed or shared, which are potentially helpful for researches
devoted to recommendation or popularity prediction. A

JSON formatted sample and the details of attributes are
shown below.

{”category” : ”play”,

”video_id” : 10025115,

”title” : ”[白衣少侠]核爆神曲 Penbeat aLIEz”,

”desc” : ”希望大家喜欢，对朋友们表示真心的感谢”,

”duration” : 298,

”pubdate” : 1492872098,

”favorite” : 12344,

”coin” : 19645,

”view” : 386245,

”share” : 6024}

� category: The category that the video belongs to. It
can be one of {“movie”, “anime”, “dance”, “music”,
“play”, “tech”, “sport”, “show”} which separately indi-
cates the eight types mentioned in Section 3.1.

� video_id: The video ID. The ID is in fact an integer
comes from the original video URL of Bilibili.14

Please note that many URLs may expire due to the
update of the website.

� title: The video’s title which is a UTF-8 charset string.
� desc: The video description which is written by the

uploader. It is in string typewith UTF-8 character set.
� duration: The video duration (in seconds).
� pubdate15: Publication date (unix time) of the video.
� favorite15: The number of times the video was added

to user’s collection.
� coin15: The number of coins the video obtained.

When viewers like a video, they can give a coin to
the video as a positive feedback.

� view15 15: The number of times the video was played.
� share15 16: The number of times the video was shared.

3.3.2 Danmus

Danmu texts are the main component of the dataset. There
are a total of 7; 242; 272 records in this collection. Below is a
sample in JSON format:

{”category” : ”dance”,

”video_id” : 6683560,

”time” : 35.503,

”timestamp” : 1476515039,

”font_color” : ”0xFFFFFF”,

”font_color_64” : ”0xFFFFFF”

”font_size” : 25,

”mode” : 1,

”text” : ”啊，好可爱！”,

”text_trans” : ”Oh, so lovely!”,

”user_id_hash” : ”a29e273b”}

� category and video_id: Have the same meaning as the
Video-Meta collection.

� time: Time in second the danmu shows in the video.
It is a float number, e.g., time ¼ 35:503 means this
danmu appears on the screen at 35:503s.

13. https://stanfordnlp.github.io/CoreNLP/

14. “10025115” means the URL is https://www.bilibili.com/video/
av10025115

15. Videos of “movie” category don’t have this attribute.
16. Videos of “anime” category don’t have this attribute.
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� timestamp: Date time (unix time) that the danmu was
sent by a user.

� font_color and font_color_64: Font color represented by
a hexadecimal string. A hexadecimal color is specified
with: 0xRRGGBB. RR (red), GG (green) and BB (blue)
are hexadecimal integers between 00 and FF specify-
ing the intensity of the color. “Font_color_64” is the
shrinked version as is described in Section 3.2.2.

� font_size: Font size.
� mode: The appearance mode of the danmu. It can be

one of {1, 4, 5, 7}, which indicates “rolling” (rolling
from right side to left side), “bottom-most” (shows
like traditional subtitles), “top-most”, and “special”
respectively.

� text and text_trans: The text of danmu. Both of them are
UTF-8 strings. “Text_trans” is the English translation.

� user_id_hash: The hashed user ID. To protect users’
privacy, the original user ID is not included. This
attribute is mainly used to indicate whether some
danmus are sent by the same user. We cannot get
detailed user information.

3.3.3 Frames

This collection contains 4,816,133 frames in total. Each frame
is zoomed out as 480 pixels height image. We can obtain the
frame’s corresponding danmus by the “time” attribute. A
data sample and attributes details are listed as follow.

{”category” : ”movie”,

”video_id” : 1153046,

”time” : 38,

”file_name” : ”00000018.jpg”,

”data” : BinData(),

”key_frame” : true,

”start_time”: 37,

”end_time”: 39}

� category and video_id: Have the same meaning as the
Video-Meta collection.

� time: Time of the frame in the video.
� file_name: A string that indicates the original file

name of the frame image. The extension of the file
name indicates the image format.

� data: Binary data of the image file.
� key_frame: A boolean value indicates if the frame is a

key frame or not. See Section 3.2.3 for key frame
extraction.

� start_time and end_time: If key_frame is “true”, these
two values indicate the range of the segment which
is represented by the frame.

4 STATISTICS ANALYSIS

In this section, we perform a series of statistics and analysis
on various attributes of danmus, which consist of basic sta-
tistics and special attributes. By introducing details of this
information, we can have a clearer look on the characteris-
tics of this new type of comments.

4.1 Basic Statistics

First of all, we will introduce the basic statistics of danmus,
including the number of distribution in each category over
display time and the length distribution over display step.

Fig. 2 shows the length (number of characters) distribution
of danmu sentences. From this figure, we can observe that
their length are mainly between 3 to 11, which is roughly
the length of one single sentence. Taking the format of
danmus and audiences into consideration, it is natural that
audiences only send one sentence at one time, and we found
danmu sentences usually do not contain line breaks. This
phenomenon is quite different from the traditional comment
system.Moreover, we can find that short sentences hold a rel-
atively high proportion. This phenomenon is closely related
to the form of danmu-enabled videos. As mentioned in
Section 1, audiences send danmus while watching videos.
Thus, short sentences are preferred to express their feelings
about what they are watching. Furthermore, Fig. 2 shows
that there are several sentences whose length in characters
are all more than 40. This type of sentences can even form a
paragraph. When checking these specific sentences, we find
that most of them are only repeating the last word of the
meaningful part. For example, the audiences tend to repeat
“3” in “2333”(which has similarmeaning to “lol”)many times
to emphasis that they think the videos are very interesting.

Besides the length of danmus, we also analyze the num-
ber distrubition of danmus over the playback time-line.
Since the playback time of different types of videos are of
great disparity, the numbers of danmus in different videos
are not directly comparable. Therefore, we first normalize
all danmus’ display time by dividing them by the corre-
sponding videos’ duration, so that danmus’ display time
can be represented by the percentage of playback time.
Then, we split them by 1 percent into 100 parts and count
the number of danmus in each part. Fig. 3 demonstrates the
number distribution of danmus in each category.

From these figures, we can obtain many interesting fea-
tures of danmus. One common feature of these figures is
that the number of danmus is the largest in the beginning.
Then, it experiences a severe drop and paces down slowly.
This can be treated as one common phenomenon in the
online video playing. The audiences are attracted by various
reasons (e.g., the title, the cover image) to watch the videos.
Then, on one hand, part of them feel bored and turn off
the videos. On the other hand, some viewers are immersed
in and start to enjoy the videos. Thus, as a result, many
of them stop sending comments, so we can find that
danmus become fewer and smoother in the middle of the
videos. This phenomenon shows us that the characteristics
of danmus are closely related to user behaviors, on which
we will conduct further investigation in Section 5.4.

With the consideration of numbers of danmus in the
beginning part, we can divide these figures into four

Fig. 2. The Length distribution of danmus.
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parts. The movie and show categories have the most dan-
mus. We can observe that they have more than 100
danmus in the beginning. The movie can even has more
than 300 danmus. The following are anime and sport cate-
gories, which have more than 35 danmus in the begin-
ning. The last are tech and music categories, which have
less than 25 danmus in the beginning. This phenomenon
reflects the attractiveness of different types of videos.
Since the movie and show videos both have famous actors
or actresses, there must be plenty of fans watching the
videos. Moreover, movie often has interesting plots and
show has interesting games or attractive anecdotal stories,
therefore, it is natural that these types of videos attract
much more audiences. On the contrary, the tech and music
categories are short of attractive spots, thus their audien-
ces are far less than the other categories.

When arriving at the end part of videos, the danmus of
most videos keep still except for the tech category, which
has a sudden rise and then drop quickly. As mentioned in
Section 3.1, videos in tech category often introduce different
experiments to reveal some phenomena in the real world,
so the process of the experiments are rather boring. When
arriving the end of the experiments, the remaining audien-
ces will not only comment the results, but also celebrate
their persistence to the end, such as “survival to the end”.
Thus, we can observe that danmus in this category arise
suddenly in the end part. After that, the videos come to an
end, so the danmus drop rapidly again.

4.2 Special Attributes of Danmus

As mentioned before, danmu , as a special comment on the
videos, contains several special attributes. In this section,
we will introduce three unique characteristic: 1) Color;
2) Display Type; 3) Emoji.

4.2.1 Color

Different from the traditional comments, audiences can
choose a specific color when sending danmus. We collect all
the colors of danmus and there are more than 300 different
colors. In order to demonstrate different meanings of differ-
ent colors clearly, we transfer these colors to the final 64 col-
ors which we have introduced in Section 3.2. Then, we
select the top 10 colors according to their number and visu-
alize the results in Fig. 4 for better analysis. We have to note
that we do not take color white into consideration because
white is the default color which does not contain any special
meaning.

As shown in Fig. 4, we can observe that color red and yel-
low are the two most commonly used colors. In the real
world, color red is always used for hints or warnings. It can
draw people’s attention at first sight, so most people are
very sensitive to this color. When it comes to videos, we
find that most of the danmus whose color are red are partic-
ular type of comments such as “high energy” and “forward
warning”. This type of danmus are often used to remind
plot changes, especially in horror films. Moreover, we
observe that the red danmus appear more in the movie and
anime categories which have rich plots, and appear less in
music or play categories which are short of plots.

For color yellow, we find that audiences are likely to com-
ment on several actors with this color. To be more specific,
when watching the videos that are about several actors, such
as Han Lu17 and TFboys,18 audiences would like to praise or
defend their idols with this color. This phenomenon inspired
us that fans of different actors or actresses might be in favor
of a specific color to distinguish their comments from others.
Moreover, the color of danmus provides an opportunity for
audiences to find those people who have similar interest to
them quickly. At the same time, the colors of danmus also
allow us to group similar users precisely. We can utilize
these danmus with the same color to analyze the behaviour
and interest of specific groups.

4.2.2 Display Type

Apart from the color, audiences can also choose different dis-
play types to express their opinions. Since the danmus are
displayed upon the video frames, there are four different

Fig. 3. The number distribution of danmus over display time.

Fig. 4. The color distribution of danmus.
17. https://en.wikipedia.org/wiki/Lu_Han
18. https://en.wikipedia.org/wiki/TFBoys
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display types: 1) Rolling danmus: displaying the comments
across the video frames from right to left; 2) Top-most danmus:
displaying the comments by staying at the top of the videos
for a period of time; 3) Bottom-most danmus: displaying the
comments by staying at the bottom of the videos for a period
of time; 4) Special effect danmus: displaying the comments
with several special effects (e.g., fade in, fade out). Fig. 5
shows the proportions of different types of danmus in differ-
ent categories.

Since the default display type is rolling, we can observe
that it accounts for roughly the same proportions in different
categories. When taking the top-most danmus into consider-
ation, we can observe that the top-most danmus account for
the largest proportion in anime category. As mentioned
before, top-most danmus would stay at the top of the videos
for a period of time. Thus, this type can attract audiences’
attention more quickly and express owners’ views more
directly. This phenomenon often occurs when the scene in
videos are far different from the reality. For example, the
anime videos can be expressed in an extremely exaggerating
way to attract audiences. Thus, we can observe that anime
videos have the largest proportion of top-most danmus. On
the contrary, most of the videos in other categories are based
on the real world. This kind of scene is relatively few, and so
are the top-most danmus in these videos.

The bottom-most danmu is very similar to traditional sub-
titles, which is also displayed at the bottom of videos. In fact,
the bottom-most danmus play the role of subtitle or lyrics to
some extent. Meanwhile, without affecting the main content
of videos, they provide necessary explanation for better
video content understanding. Thus, we can observe that vid-
eos in anime and movie categories have the smallest propor-
tion of the bottom-most danmus, because these videos have
already been subtitled. Adding extra contents at the bottom
may cover the subtitles and has a bad influence on the vid-
eos. However, the videos in dance, music and play categories
do not have subtitles. The bottom-most danmus are capable
of explaining dance movements, background music, and
other contents in a detailed perspective. Therefore, we can
observe that this type of danmus takes up the largest propor-
tion in these videos.

As for the special effect danmus, they basically appear
only in dance, play and music categories. We have mentioned
that these videos usually have no plot and most of them are
connected to specific music. At the same time, special effect
danmus have exaggerated forms of expression, which can
properly set off the atmosphere and enhance the appeal of
music. However, the way they display may have a bad

influence on the videos in anime or movie category because
audiences need to pay attention to the plots. Thus, we can
find they rarely appear in such videos. Generally speaking,
these four different types of danmus reveal several special
features of different videos. We can utilize these features to
analyze and understand these videos better.

4.2.3 Emoji

With the development of social media, people are no longer
satisfied with using only text to express their feelings.
Images (or emojis) can be helpful for intuitive idea expres-
sion and easier understanding. Thus, more and more emojis
appear on social media, and it is true in danmus as well. In
order to analyze the emojis in danmus better, we divide
them into three categories: 1) Symbol: utilizing traditional
symbol characters to form a face-like word (e.g., [�_�]); 2)
Arrow: utilizing different arrows to indicate the objects of
their comments; 3) National or regional flags: utilizing dif-
ferent flags to express their love and support to a specific
country or region. Fig. 6 demonstrates the proportions of
different types of emojis in different categories.

Similar to rolling danmus, symbol emojis, which consist
of traditional emojis, almost have the same proportions in
different categories. Compared with the text, emojis can
mobilize the atmosphere better and motivate the audiences
to comment on the same objects. Since the density of climax
plots in movies are less than the other videos, we can
observe that symbol emojis account for a smaller proportion
in movie category.

On the contrary, we can observe that videos in anime and
movie categories have the largest proportions of arrow emo-
jis in Fig. 6. As mentioned before, these two categories have
plenty distinctive characteristics. Different audiences may
be interested in different characters. Thus, they would send
their comments when the corresponding characters shows.
Moreover, danmus appear directly on the videos, so audi-
ences can easily use arrows to point out the roles that they
are interested in. Therefore, they would like to use arrows
to comment on the roles they are interested in when watch-
ing videos of anime or movie categories. Videos in other cate-
gories do not have so many characters, so we can find these
videos have smaller proportion of arrow emojis.

As for region emojis, they have a similar function to
arrow emojis, which is to indicate audiences’ love and sup-
port to specific objects. Different from the arrow emojis that
aim at characters in the videos, region emojis, or so-called
flag emojis, each demonstrates a specific nation. Thus, we
can find that the videos in sport or tech categories have the

Fig. 5. The proportions of danmu types in different categories. Fig. 6. The proportions of emojis types in different categories.
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largest proportion of this type of emojis. Different flags rep-
resent audiences’ love and support to a specific team in
sports videos or specific technology in tech videos. They can
display different characteristics of videos very well.

5 SEMANTIC ANALYSIS

In this section, we focus on analyzing high-level semantics
of danmus from three parts: 1) Styles and Topics, 2) Special
Expressions, and 3) Danmus and User Behaviours.

5.1 The Style and Topics of Danmus

In this section, we apply topic models on the dataset to ana-
lyze danmu text in coarse-grained semantic level better. To
be specific, we utilize the Gensim Tool19 to generate topic
information on danmus comments in each category. The
parameters we select are as follows: The number of topics is
set as 20. The number of topic words in each topic is set as
50. The iteration of model learning is set as 50.

After generating the topics of danmus, we extract three
topics and several corresponding topic words to verify the
semantic information of danmus. Table 1 shows part of
the topic words in each topic of different video categories.
We can observe that most of the videos contain the topic
“23333, lol”, which indicates that most of the videos include
funny parts and these parts draw attention of audiences
greatly. It is natural that audiences want to be pleased when
watching videos. Inmovie category, there aremore emotional
words, such as “high energy”, “beautiful” and “Aaa”. This kind
of phenomenon demonstrates that audiences have been
immersed in the plot of movies and they are very interested
in the climax of spots. Meanwhile, there are more interesting
phenomena. As shown in Table 1, the third topic of anime
shows several special words, such as “Human, Vampire,
Magician, Knight”. The second topic of music shows several
anime characters, such as “Railgun, Electro Master”, which
are from the famous anime “A Certain Magical Index”.20 We
can observe that these two categories have several implicit
connections. Since most audiences of these videos are fond
of ACG and most music videos are about anime, it is natural
that these two categories have several common topics.

Different from the above categories, videos in tech, show
and play have several unique features. We can observe that

the third topic in play reveals several instruments, the sec-
ond topic in tech reveals several scientific terms, and the first
and second topics in show demonstrate several names of
celebrities. These topics can help audiences have a more
detailed understanding about the videos at the first sight,
which means, they will provide better opportunities for pre-
cise video recommendations.

Moreover, we can observe that the first and second topics
in show display the name of male celebrities and female
celebrities respectively. Recalling the topic model mecha-
nism, we can conclude that audiences will comment on
actors and actresses with different ways of expression,
including diction and manner of speaking. After a deeper
analysis, we obtain much more interesting things. First, the
surrounding words around the names of actors or actresses
are the shows they attended or their companies. Second,
there are more laudatory words around the actors, such as
“handsome” and “cute”. On the contrary, there are more
names of other actresses around the actresses. For example,
“Meiqi Meng” and “Renyu Liu (Reyi)”, which are both names
of actresses, appear around actress “Yihan Chen (Estelle)”.
Moreover, when talking about the actors, the audiences (or
fans) will praise and defend their idols. Thus, we can find
plenty of comments like “Those who slander Kai Wang can get
out and turn off the videos”. However, when talking about the
actress, there are much more comparison. For example, “In
terms of beauty, I think Renyu Liu should be the first, Yihan
Chen (Estelle) is the second” or “I might like this group if
Chaoyue Yang and Jing Fu were not included”. More details
about user behaviours will be discussed in Section 5.4.

5.2 Special Expression

As mentioned in Section 4.2, danmus contain plenty of spe-
cial attributes compared with traditional comments. In this
section, we start to study danmu’s unique characteristics in
a semantic level.

First, we focus on analyzing the special expression which
is different from the traditional usage. During years of our
research on Danmu, we have investigated hundreds of
ACG21 users who are familiar with danmu-styled content.
People who often watch danmu-enabled videos tell that the
expression of danmus are quite different from our daily lan-
guage. Since it is impossible to make people to enumerate

TABLE 1
Part of Topic Words in Several Categories

Category Topic Topic words Category Topic Topic words

Movie
Topic 1 2333, Haha, cry with joy, in a trance

Anime
Topic 1 2333, Laugh, cry with joy, Kiss, Love

Topic 2 High energy, Front, Pay attention Topic 2 Throwing Flowers, The end, Bilibili, Headquarters
Topic 3 Very cute, Beautiful, Voice, Aaa Topic 3 Human, Vampire, Magician, Knight

Music
Topic 1 Pleasant to hear, Divine tune, Aaa

Play
Topic 1 Leave my name, Very good, Come on

Topic 2 Faith, Railgun, Electro Master, Forever Topic 2 Contract, Confession, Support,National anthem
Topic 3 Unicorn, Royal Highness, Knights Topic 3 Pipa, Guzheng, Piano, Flute

Tech
Topic 1 2333, Haha, cry with joy, in a trance

Show
Topic 1 Chaoyue Yang, Yangmu, Yihan Chen (Estelle), Xingjie Zhu

Topic 2 High energy, Cell, Viruses, Microscope Topic 2 TF boys, Yuan Wang, Lei Zi, Fall in love
Topic 3 China, America, Japan, Nation Topic 3 23333, hahaha, Degang Guo, 666

19. https://radimrehurek.com/gensim/
20. https://en.wikipedia.org/wiki/A_Certain_Magical_Index

21. The ACG is an abbreviation of “Anime, Comic and Games”,
used in some subcultures of Asian countries.
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all the special phrases of danmus and new expressions that
will continue to emerge as time goes by, we utilize a simple
but effective method to automatically find out the difference
between danmu text and ordinary text.

Our method is based on word embedding, in which
words or phrases from the vocabulary aremapped to vectors
of real numbers. We now give a formal description. Given an
ordinary corpus (which may have multiple options, such as
Chinese Wikipedia22) TT and a danmu corpus DD with each

vocabulary fwwT
i g and fwwD

j g, where wwT
i and wwD

j indicate the

ith and jth word respectively, a word ww is called special
expression word if: 1) ww 2 fwwT

i g \ fwwD
j g, and 2) the meaning of

wwT is quite different from wwD, i.e., there is a large margin
between their embeddings. We aim to find out words with
special meaning through the following steps:

1) Representing all words in vocabulary fwwT
i g into word

vectors fvvTi g using corpus TT . Then, fvvTi g is used as ini-

tialization for words in fwwkg ¼ fwwT
i g \ fwwD

j g.
2) Based on the initialization, performing word embed-

ding again on the Danmu dataset DD to obtain vectors
fvvDj g.

3) For every word in fwwkg, calculating a score sk ¼
distðvvTk ; vvDk Þ and then ranking the words based on the

score. We extract the top n words as the special
expression words, which obviously have relatively
larger semantic margin in ordinary language and
danmus.

To be specific, the first two steps can be achieved by an
auto-encoder based on structure as follows:

vvt ¼ EEwwt; t 2 1; 2; . . . ; n;

fhh1; hh2; ::hhng ¼ RNNðfvv1; vv2; ::vvngÞ;
Pðww0

tÞ ¼ softmaxðWWhht þ bbÞ;
(1)

where the inputs are one-hot representations of words in a
length n sentence fww1; ww2; ::wwng, and the matrix EE is initial-
ized by a pre-trained 300 dimensions word2vec model on
Wiki dataset.23 The notation RNNðÞ means to re-train the
word vectors through a Recurrent Neural Network (RNN)
which have been widely adopted to deal with sequential
data and embedding tasks. In our case, we choose Gated
Recurrent Units (GRU) [32] as the base of the embedding
tasks. It is formulated as [33]:

zz ¼ sðUUzvvt þWWzhht�1Þ;
rr ¼ sðUUrvvt þWWrhht�1Þ;
h0h0 ¼ tanhðUUhvvt þWWhðrr� hht�1ÞÞ;
hht ¼ ð1� zzÞ � h0h0 þ zz� hht�1;

(2)

where all WW and UU are the trainable parameters, vvt is the tth
input word vector, zz and rr represent the update and reset
gate respectively, and hht is the GRU cell’s tth state whose
size is 500. The output word ww0

t in Eq. (1) is sampled from
the distribution Pðww0

tÞ. Intuitively, the whole procedure is to
feed a word sequence fww1; ww2; ::wwtg to the RNN and output

another one fww0
1; ww

0
2; ::ww

0
tg. The word embedding is achieved

by minimizing the sequence reconstruction loss which is
formulated as the negative log-likelihood:

L ¼ �
Xn

t¼1

log Pðww0
t ¼ wwtjhht�1; ww0; . . . ; wwt�1Þ: (3)

In our experiments, we separately run the above algo-
rithm on danmus for these 8 categories and sample several
results of each one. Table 2 shows the sampled results.

From the table, we can obtain many interesting phenom-
ena. We can observe that there are onomatopoeias in most
categories. For example, “HeiHeiHei” inMovie andAnime cat-
egories and “wow” in Dance category. We can observe that
the Wiki neighbors of former are often related to the “happy”
emotion. Meanwhile, its danmu neighbors are some onoma-
topoeias, such as “yoooooo” or “hhhhhh”, which express the
happy emotion of audiences. Moreover, there are more
words having very different meanings from their traditional
ones. “Dog Food” is a very typical example. We can observe
that its Wiki neighbors are often about the food, such as
“boiled meat (熟肉)” and “cat food (猫粮)”, which indicates
that its original meaning is something to feed dogs. On the
contrary, we can observe that its danmus neightbors are
quite different. For example, “Handsome guy (鲜肉)” means
young and pretty actors. “Marshmallow (棉花糖)” means
very sweet. All its danmu neighbors demonstrate its special
meaning here, i.e, public display of affection. Meanwhile, we
can observe the same phenomenon in Sports. “EOS” origi-
nally represent camera equipment, like its Wiki neighbors
shows. However, when comes to danmus, it represents some
happy and interesting emotions like “hhhhhh” and “666666”.
Furthermore, when talking about names, we can find out
that danmus contain more domain knowledge and precise
meanings than ordinary ones. For example, “Ning Ding”,
name of a famous ping-pang player in China. We can
observe that itsWiki neighbors are some sports players, such
as “Minxia Wu”, name of a Chinese diver; “Chen Xu”, name
of a badminton athlete. All of these neighbors are athletes,
but they belong to different sports activities. When comes to
danmus neighbors, we can observe that these names all
belong to ping-pang players, such as “Guoliang Liu”, “Hao
Wang” and “Yining Zhang”. Based on these phenomena, we
can conclude that danmus contain more domain knowledge
and have more precise meanings when expressing specific
meanings or specific objects.

5.3 Danmu Semantic Embedding

In previous section, we have analyzed some special expres-
sions in Danmu dataset based on word embedding. In this
section, we are going to perform some analyses on the
whole danmu sentences. It is known that when processing
text data, Bag-Of-Word or TF-IDF [34] are often used as fea-
tures, and they are usually good at modeling long docu-
ments. While, as we discussed before, danmus can be
regarded as a special type of short text. Moreover, since
deep learning technologies are widely adopted in many
NLP tasks, we tried to perform deep semantic embedding
for danmus.

To be specific, we utilize character-level RNNs as auto-
encoder which consists of an encoder f:

22. https://en.wikipedia.org/wiki/Chinese_Wikipedia
23. https://dumps.wikimedia.org/zhwiki/latest/zhwiki-latest-

pages-articles.xml.bz2
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uut ¼ EEcct; t 2 1; 2; . . . ; n;
hht ¼ fðuutjhht�1Þ; hh0 ¼ 00;

(4)

and a decoder c:

uu0
t ¼ EEcc0t; t 2 1; 2; . . . ; n;

hh0
t ¼ cðuu0t�1jhh0

t�1Þ; uu00 ¼ 00; hh0
0 ¼ hhn;

Pðcc0tÞ ¼ softmaxðWWhh0
t þ bbÞ:

(5)

where cct and cc0t are one-hot vectors of the input charac-

ters, uut and uu0
t are the corresponding character represen-

tations, EE is a randomly initialized embedding matrix.
Similar as Eq. 2, fðÞ and cðÞ are chosen as the GRU
cell, in our case. The auto-encoder is learned in a pair-
wise manner. At each time, a pair of danmu sentences
fcca1; cca2; . . . ; ccang and fccb1; ccb2; . . . ; ccbmg are sampled from the
same frame and then put into the encoder f by characters
separately to get the corresponding embedding vectors hha

and hhb through Eq. (4). In the decoder, hha and hhb are
inputs to the decoder c and the reconstructed sentences

fcc0a1 ; cc0a2 ; . . . ; cc0an g and fcc0b1 ; cc0b2 ; . . . ; cc0bmg are returned. We opti-

mize the parameters based on reconstruction loss, which

is the sum of the negative log-likelihood of correct charac-

ters at each step:

Lrec ¼ �
Xn

t¼1

log Pðcc0t ¼ cctjcc00; . . . ; cc0t�1Þ: (6)

More importantly, to involve more danmu semantic infor-

mation, we also add a semantic loss formulated as:

Lsem ¼ distðhha; hhbÞ; (7)

in which we take “temporal correlation” assumption [4] ,
i.e., comments appear in the same frame hold the similar
topics (relevant to the frame, but can be still regarded as
diverse) compared with those not in the same frame. The
distance function distðÞ here is chosen as cosine distance.
Finally, the overall loss function for the embedding is
given by:

Lrec ¼ La
rec þ Lb

rec þ Lsem: (8)

After getting the representations of danmu semantic, we
tend to perform the cluster analysis. However, there are too
many danmus to be visualized. In order to demonstrate the
performance of danmu semantic embedding better, we
select one episode in anime category as an example. We gen-
erate the semantic representations of all danmus in this
video and do t-SNE analysis. Fig. 7 demonstrates the t-SNE
results of the top 10 biggest clusters. We can obtain several
interesting phenomena. In the following parts, we will give
a detailed analysis about several important clusters, i.e.,
blue, red, pink and purple clusters.

The first cluster we analyze is the blue cluster, which is
far away from the other clusters. After deeper analysis, we
figure out that danmus in this cluster are all about the end

TABLE 2
Special Expressions in Several Categories

For each special expression entry, the upper line is the Wiki neighbor words and the bottom line is the danmus neighbor words.
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of the anime videos. Specifically, this cluster contains plenty
of danmus, such as “The End”, “The End, Throwing Flowers”,
as well as “Seal Released”. Like old movies, “The End” means
the anime comes to an end and the audiences are reluctant
to part with it. “The End, Throwing Flowers” is a humorous
expression and usually appear at the last epoch of one
anime because audiences would like to express their
remembrance or spoof to this anime.24

The second cluster that attracts our attention is the red
one. This cluster contains plenty of funny comments, such
as “233333”, “hahaha”, as well as “show up with BGM”. More-
over, these danmus appear at the funny part of the videos in
almost every category, especially these funny music or
songs. This phenomenon demonstrates that most audiences
watch videos for relaxation and fun. The interesting part is
more attractive to them.

The following pink cluster is about “hougong (Harem)”,
which describes the situation in which the hero attracts
attentions of many female characters, and has interaction
and close relationships with them in ACG culture.25 For
example, Sword Art Online26 indicates the hero Kirito’s
female admirers, such as Asuna, Leafa, and Sinon. Even the
artificial intelligence Yui is fond of him. Therefore, we can
observe plenty of similar danmus, such as “Rhythm of
hougong” and “hougong +1”.

The last but not least cluster is the purple one. The
danmus in this cluster often have specific meanings. When
characters in videos do something particularly bold and
dangerous at the same time, this kind of danmus will
appear on the screen. To be specific, this type of danmus are
treated as a sign, or so-called “flag”, which means some-
thing special will happen.27 Thus, we can observe the dan-
mus, such as “I respect you as a man” or “The flag has already
been set up”.

Meanwhile, we analyze these clusters in a more detailed
perspective. As described above, the blue, red, and pink clus-
ters are not only far away from others, but also have closer
ties inside than others. Moreover, we have observed that
most of danmus in each of these clusters are either the same

or expressing the same meaning in a similar way. For exam-
ple, most of the danmus in blue cluster celebrate the end of a
anime or movie. The audiences always prefer to utilize
“Throwing Flowers”, “It is the end, so happy”, or “Throwing the
flowers for the end” to express their feelings. This kind of phe-
nomenon draws our attention. What are the relations
between danmus and user behaviours?Whether danmus can
reveal the pattern of user behaviours and be helpful for us to
understanduser behaviours. Thus, in the next part,we intend
to investigate their relations and try to explain them.

5.4 Danmu and User Behaviours

As mentioned in Section 5.3, we find out that there may be
relations between danmus and user behaviours. In order to
investigate the relations better, we further discuss the
“semantic concentration” through the video time-line in this
section. The semantic concentration score of sentence group
i is defined as:

scorei ¼ 1

C
jGGij
2

X

ssa;ssb2GGi

distðhha; hhbÞ; (9)

where ssa, ssb are two different sentences from GGi and hha, hhb

are the corresponding embedding vectors obtained in

Section 5.3. The notion C
jGGij
2 here indicates the number of all

possible pair combinations in sentence group GGi and distðÞ
here is also chosen as the cosine similarity.

Based on this formulation, we sort danmu groups by
their scores and extract several typical user behaviors for
case study as shown in Table 3. At the same time, in order
to investigate those behaviors more deeply, we also perform
the cluster analysis for danmu embeddings along the time-
line of videos. Since the cluster method we use is the same
as Section 3.2.3, we do not set the number of clusters. Based
on the above two steps, we observe a very interesting phe-
nomenon. All the danmus along the time-line are naturally
clustered into three categories: 1) The beginning; 2) The
end; 3) The middle. This phenomenon demonstrates that
there must be some connections between danmus and user
behaviours. Therefore, in order to better analyze these user
behaviours, we try to group them into three categories and
analyze them with corresponding video clips.

5.4.1 The Beginning

The “Sign in and Contract” behavior always appears in the
beginning of the videos. As shown in Fig. 8, when recom-
mending a video that has been watched before, audiences
would love to leave some notes, such as “2016.8.4 Another 6
little partner”, to express that they have watched this video,
no matter they finished watching the video or not. Thus,
there are many danmus in the beginning of the videos,
which have been observed in Section 4.1.

Moreover, some videos need to be paid for their copy-
right. The facilitators provide the service so that part of the
audiences vote to pay for the videos and they can watch the
videos earlier than others. This service is called “contract”.
Thanks to these contractors, the facilitators are able to pre-
dict the popularity of videos that audiences intend to buy.
Meanwhile, other audiences can benefit from these contrac-
tors. Therefore, we can observe the comments, such as
“Thank the contractor” in the beginning of the videos.

Fig. 7. The t-SNE of top 10 biggest clusters of danmu representations in
one episode of videos in anime category.

24. https://zh.moegirl.org/%E5%AE%8C%E7%BB%93%E6%92%
92%E8%8A%B1

25. https://en.wikipedia.org/wiki/Harem_(genre)
26. https://en.wikipedia.org/wiki/Sword_Art_Online
27. https://zh.moegirl.org/Flag

LV ET AL.: UNDERSTANDING THE USERS AND VIDEOS BY MINING A NOVEL DANMU DATASET 545

Authorized licensed use limited to: HEFEI UNIVERSITY OF TECHNOLOGY. Downloaded on August 29,2024 at 02:55:42 UTC from IEEE Xplore.  Restrictions apply. 

https://zh.moegirl.org/%E5%AE%8C%E7%BB%93%E6%92%92%E8%8A%B1
https://zh.moegirl.org/%E5%AE%8C%E7%BB%93%E6%92%92%E8%8A%B1
https://en.wikipedia.org/wiki/Harem_(genre)
https://en.wikipedia.org/wiki/Sword_Art_Online
https://zh.moegirl.org/Flag


5.4.2 The End

When a series of anime or TV Series finished, audiences
always send comments such as “Throwing Flowers” to cele-
brate the end of the videos, which can be shown in Fig. 9.
We have analyzed this phenomenon in Sections 5.2 and 5.3.
Moreover, they like to express their feelings with different
emojis, such as the flower and firework emojis for “Throwing
Flowers”. Thus, we can observe more emojis in this kind of
videos, as mentioned in Section 4.2.3.

5.4.3 The Middle

Despite the obvious behaviors at the beginning and the end,
there are more special behaviors in the middle of the videos.
The behavior “DanmuEye Protection” always occurs before the
horrible part of a movie, especially in horrible movies. They
utilize plenty of danmus to cover the scenes of videos, so that
latter audienceswill not be frightened.Meanwhile, this behav-
ior also indicates the climax of videos. The behavior “High
Energy” is similar to “Danmu Eye Protection” behavior. The dif-
ference is that “High Energy” always occurs in the climax of
the videos, as shown in Fig. 10. The audiences who have
watched the video would like to notify the location of climax
to latter audiences. Moreover, videos that havemore climaxes
parts will attract more audiences. The number of danmus is a
very suitable signal that reflects the popularity of videos.

The behavior “Counter” is also an interesting behavior.
When watching a video, part of the audiences would like to
count some specific actions in the videos, such as kiss and
famous cars. They would continue counting the number until
the end of the videos. Sometimes, when a video has very big

number of some specific objects, it will attractmore audiences.
As for the last behavior “Stars”, it is similar to “Counter”
behavior except that its target is a specific celebrity. Fans of
these stars would express their love to the idols. In order to
demonstrate that their idols are very famous, they always post
lots of same commentswhen their idols appear in the videos.

In conclusion, these behaviors give us better access to the
analysis of user behaviors when watching videos and the
improvement of their watching experiences, which tradi-
tional comments do not contain. Despite of these unique
characteristics, danmus also attract the researchers’ inter-
ests. They have made preliminary attempts from different
perspectives. In the following section, we will give a brief
introduction to these works and reveal some potential direc-
tions of Danmu dataset.

6 APPLICATIONS AND FUTURE DIRECTIONS

In order to better demonstrate that Danmu dataset has a
wide range of applications in the fields of text, images, mul-
timedia, etc., and has potential research value, we will give
brief introductions to early attempts on 1) User Behavior
Modeling; 2) Video Semantic Understanding; 3) Generative
Applications; 4) Application in Other Domains in the fol-
lowing parts. These potential directions are shown in
Fig. 11. For each direction, we select one representative
work to reveal the role of Danmu dataset.

6.1 Video Popularity Prediction

In the modern society, it is possible to record user behaviour
digitally for better service providing, e.g., user profiling [8],

TABLE 3
User Behaviours and Corresponding Examples

Fig. 8. Viewers like to send date or “Punch” to perform sign in at the
beginning of the videos. The example was chosen from a concert. Fig. 9. “Throwing flowers” at the end of the last anime episode.
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user pattern learning [35], and recommendation [36], [37].
As mentioned before, danmus are closely related to the
behaviours of audiences. Thus, Danmu dataset can be help-
ful to model behaviours of audiences and predict videos’
popularity. Next, we will introduce one work to show how
danmus are used to model user behavior.

Considering the video popularity prediction problem, it
is natural that video popularity is directly related to user
behavior. However, fine-grained characterization of this
relation is still challenging. The early attempt is to use
danmu information [3]. As mentioned in section 5.4,
danmus and user behaviors are closely related. Researchers
try to tackle this problem by leveraging a phenomenon
called “herding effect”, i.e., an audience could directly see
other audiences’ interaction (e.g., views and comments)
with videos, which makes whether the audience watches a
particular video is easily affected by others’ previous inter-
actions with this video.

To involve the herding effect into prediction model, they
define a measurement to quantify the herding effect, which
can be formulated as follows:

hi;t ¼
Y

k

ð1þ hk
i;tÞ�uk;t ; hk

i;t ¼
j�nk

t � nk
i;tj

�nk
t

; (10)

where the aspect k can be one of {view, danmu, upload},
which means, the herding effect is considered from 1) the
number of views, 2) the number of danmus, and 3) the
uploaded date. nk

i;t, �n
k
t and uk;t here respectively stands for

the ith video’s quantity, the popular videos’ average quan-
tity and the parameter of aspect k. Once they have the mea-
surement of herding effect, a prediction model is then
utilized to combine hi;t with other factors that may influence
video popularity. Then, the parameters are learned auto-
matically through an efficient estimation method. The
experimental results on a subset of Danmu dataset show
that the proposed model improves the prediction accuracy
by 47.19 percent compared to the baselines.

The above work proved that it is feasible to involve
danmus information into user behavior modeling. While,
due to the complexity and diversity of human behavior,

further studies are needed. First, as discussed in Section 4,
danmus’ quantity distribution over playback time, font col-
ors, display type or even number of emojis often reflect a
video’s features, an audience’s emotion and interest. How
to take advantage of these multiple attributes to describe
one’s behavior is worth exploring. Second, some of the
behaviors in danmus also reflect characteristics of human
psychology, which means the application of this dataset is
definitely not limited to the field of computer science, but
can also be beneficial to academic research in other disci-
plines, such as sociology, psychology or human culture.
Thus, how to understand users from the perspective of psy-
chology based on danmus is another problem worth paying
attention to.

6.2 Video Temporal Labeling

Since Danmu dataset contains plenty of danmu texts and
corresponding images, semantic understanding about vid-
eos is another important application scenarios. Semantic
understanding is known as a fundamental and yet challeng-
ing task [4]. It requires the agent to model and represent the
semantic of texts or images as comprehensive as possible,
and it can be applied in many areas, e.g., Visual Question
Answering [38], Visual Dialog [39], as well as dialog sys-
tem [40]. In the following part, we will introduce the work
that focuses on temporal labeling videos based on danmus.

The motivation of “temporal labeling” lies in the limita-
tions of conventional video recommendation/retrieval sys-
tems. Before danmus emerge, those systems mainly rely on
video titles or human annotations which are usually insuffi-
cient for fine-grained requirements. Though a large amount
of efforts have been made on automatic labeling to enrich the
meta-data, most of them focus on the whole video other than
labeling precisely with timestamp on video shots. Fortu-
nately, danmus give us the opportunity to “go inside” the
video to understand the content across the playback time. In
ourwork [4],we try tomodel video shots based on the seman-
tics of danmus.Wedesign a danmu embedding framework to
assign temporal labels on highlighted video shots, as shown
in Fig. 12. Considering the informal expression and latent
meanings of danmus (as shown in Section 5.2), danmu text is
not involved directly in using the traditional NLP methods
(e.g., n-gram or Bag-of-Words features). Instead, the labeling
procedure is divided into two stages: 1) Semantic Embedding
Stage: generating semantic representations for danmus via a

Fig. 10. “High energy warning” always occurs before the really interest-
ing shots. The example was chosen from a dance video.

Fig. 11. Four potential directions and the typical applications.

Fig. 12. The architecture of labeling framework.
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deep neural network called Temporal Deep Structured
Semantic Model (T-DSSM); 2) Highlight Understanding Stage:
constructing features for video shots based on danmu repre-
sentations, and then recognizing and labeling video highlights
in a supervised way. Experiments on a real-world dataset
prove that this framework could effectively label video high-
lightswith a significantmargin comparedwith baselines.

Although it is just a simple attempt, we are among the
first researchers who try to understand multimedia content
through crowdsourcing data and reveal that it is attractive
to conduct follow-up studies along this line. Based on the
Danmu dataset, there are still challenges for further studies.
First, danmus are rich of user’s emotional information (e.g.,
color and emojis, mentioned in Section 4.2 and 4.2.3), while
there are few researches around emotion analyses of
danmu-enabled videos. Therefore, understanding multime-
dia semantics from the perspective of user emotion will be
an important research direction. Second, the semantic rela-
tions we used in the above work is relatively rough. How-
ever, we know that danmus is not a simple (objective)
description of the video content. Usually their topic is
“gossiping” (joking or subjective review) for the content in a
particular area of the video frame. Thus, we not only need
to know which video segments are related to a specific
danmu, but also to find out which visual elements in the
frames are relevant. In addition, this gossiping behavior is
often closely related to video shot and the context of
danmus sent by other viewers. The contextual characteris-
tics make the challenge even more critical. Last but not least,
due to the rapid growth of danmus’ amount, the expression
of danmu language is being updated constantly. How to
capture new semantics and semantic migration dynamically
in an online learning way is an inevitable problem.

6.3 Synchronized Video Plot Description

Danmu dataset contains huge amount of text data and rich
multimedia information. Therefore, we are also very inter-
ested in generative applications [41]. As an important com-
ponent of machine learning, generative applications focus on
generating human readable contents and have may down-
stream tasks, e.g., Image Captioning [42], [43], Visual Ques-
tion Answering [38], [44], and Video Description [45], [46].
Next, wewill introduce thework that utilizes danmus to gen-
erate video description in a synchronized way, in which the
descriptions are easy to be read and understood.

Traditional video descriptions are usually generated by
humans. However, with the rapid growth of online sharing
videos, effective management and annotation of videos
become into urgent and indispensable challenges. Auto-
matic video tagging draws more and more attention which
mainly focuses on detecting concepts and associating tags
of the entire videos. Since danmus are time-sync video com-
ments that are closely related with the videos, researchers
try to generate temporal tags or labels based on danmus.
Linli et al. [46] proposed a novel temporal summarizing
model with the consideration of danmus, in which the rep-
resentative and interesting danmus of a video are selected
and highlighted along the timeline. Moreover, a novel tem-
poral summarizing model based on the data reconstruction
principle is proposed to resolve the issues of informal, noisy
and redundant information contained in danmus. Based on

this framework, the video can be described in a synchro-
nized way, conveying relevant, important and non-redun-
dant information of the video, which is easy to read and
comprehend. Experimental results on real-world data dem-
onstrate the effectiveness of this framework and prove that
danmus could be the bridge to understand and describe
videos. Fig. 13 demonstrates the performance of the pro-
posed method. We can observe that the selected comments
are very informative and provide consistent description to
the video content in a time-sync manner compared with the
topic words generated by LDA model.

The work introduced above can be regarded as a typical
study of synchronously describing video plot by danmu
text. However, it is only a simple beginning of this type of
work. First, although the real-time description for video is
accomplished, it only achieves the selection of the existing
danmus. For the cold-start problem and some danmu-less
videos which may exist in practical applications, further
explorations still needs to be carried out. Second, plots of the
same video shot may be diversified, and the same is true for
users’ interest. Thus, it is worth studying to obtain personal-
ized video plot descriptions fromdifferent users. Third, solu-
tion in that work is not really generating sentences, while
automatic generation for danmu-styled content can be inter-
esting inmany scenes such as live streaming, Kara OK, video
game real-time review, etc. However, through our pilot stud-
ies, we found existing encoder-decoder based methods
(which are widely used in Image Caption) are quite difficult
to generate danmu-styled content given multimedia data
due to the complex semantic relations. In other words,
danmu related generative task is another valuable direction
supported by this dataset.

6.4 Image-Enhanced Sentence Representation

In addition to works directly related to videos, Danmu data-
set may have broad application in other domains like Natu-
ral Language Processing (NLP) [47] or Computer Vision
(CV) [48]. Next, we will introduce the work that utilizes
danmus and corresponding frame images to doNatural Lan-
guage Inference (NLI).

Natural Language Inference (NLI), also known as Recog-
nizing Textual Entailment (RTE), requires an agent to deter-
mine the semantic relationship between premise sentence (p)
and hypothesis sentence (h) among entailment (if the seman-
tics of hypothesis can be concluded from the premise),
contradiction (if the semantics of hypothesis cannot be con-
cluded from the premise) and neutral (neither entailment nor
contradiction) [29]. In order to do semantic inference
between the given sentence pair, the vital thing is to model
the sentence semantics precisely and comprehensively. Sen-
tence semantics depends highly on its context. Even the
same sentence can have different meanings with the

Fig. 13. The example of selected comments and corresponding frames.
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consideration of different contexts. As is mentioned in
section 3.1, each danmu can be precisely matched with a
frame in the video, which means we can access the corre-
sponding context of each danmu. By utilizing this feature of
danmus, we are capable of evaluating the sentence semantics
more precisely. To this end, Kun et.al [29] adopted images to
enhance the sentence semantic understanding and proposed
an Image-Enhanced Multi-Level Sentence Representation
Net (IEMLRN). Since the video frame and corresponding
comments can be matched exactly in Danmu dataset, the
video frame can be treated as the context of corresponding
comments and be helpful for sentence semantic understand-
ing. Therefore, the authors designed a multi-level architec-
ture to understand sentences from different granularity,
which is in favor of the integration of images and text. They
extracted part ofDanmudata asNLI alike data and did exten-
sive experiments on the data. The results demonstrate the
effectiveness of IEMLRN and also prove that Danmu dataset
is very useful in the field of sentence semantic understand-
ing, representations andmatching.

The image-enhanced NLI is a simple attempt to apply
danmus to other domains. While we hope the application of
danmus is not limited to pure NLP tasks. First, since danmu is
in fact a communication method among users, we naturally
consider whether the data can be also applied to human-
computer interaction [49], [50], chat robots [51], [52] and
VQA [53], [54] systems. Second, as danmus can reflect user
behavior to a large extent, can it be used for abnormal
user (information) detection [55]? Moreover, studies around
informal/special expression [56] may also be helpful in
detecting sensitive information. At last, some of the behaviors
in danmus also reflect characteristics of the audiences, which
means that we canmine different preferences of audiences for
videos. Thus, we can better utilize the danmus to model the
users’ interests and make some improvements in plenty of
research areas, such as recommendation system [57], [58],
user profile [59], [60] and personalized service [61], [62].

7 CONCLUSION

In this paper, we made a deep understanding to users and
videos based on aDanmu dataset (we havemade public avail-
able) whichwas 1.7 TB in size and collected from a real-world
danmu-enabled video platform across 8 various video catego-
ries. Our analysis on both basic and semantic levels showed
how danmus establish relationships among language, multi-
media and user behaviors. In order to further demonstrate the
potential value ofDanmu dataset, we also introduced our four
applications, in which Video Popularity Prediction models the
connection between danmus and user behaviors,Video Tempo-
ral Labeling and Synchronized Video Plot Description show how
danmus help to model videos, and Image-Enhanced Sentence
Representation, a NLP task, benefits from Danmu data. At last,
we proposed the possible future directions for each applica-
tion. We will keep improving this dataset and hope it would
inspire new ideas in various research domains.
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