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Abstract Recently, many online Karaoke (KTV) platforms

have been released, where music lovers sing songs on these

platforms. In the meantime, the system automatically evalu-

ates user proficiency according to their singing behavior. Rec-

ommending approximate songs to users can initialize singers’

participation and improve users’ loyalty to these platforms.

However, this is not an easy task due to the unique char-

acteristics of these platforms. First, since users may be not

achieving high scores evaluated by the system on their fa-

vorite songs, how to balance user preferences with user profi-

ciency on singing for song recommendation is still open. Sec-

ond, the sparsity of the user-song interaction behavior may

greatly impact the recommendation task. To solve the above

two challenges, in this paper, we propose an information-

fused song recommendation model by considering the unique

characteristics of the singing data. Specifically, we first devise

a pseudo-rating matrix by combing users’ singing behavior

and the system evaluations, thus users’ preferences and profi-

ciency are leveraged. Then we mitigate the data sparsity prob-

lem by fusing users’ and songs’ rich information in the matrix

factorization process of the pseudo-rating matrix. Finally, ex-

tensive experimental results on a real-world dataset show the

effectiveness of our proposed model.
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1 Introduction

Recent years have witnessed the rapid development of online

KTV platforms. Examples of online KTV platforms include

Kugou and 51mike. These platforms have attracted a large

number of users to sing songs online. For instance, the online

KTV platform Changba was set up in 2012 and now has more

than 300 million users.

On online KTV platforms, users can organize their KTV

parties easily, and select favorite songs to sing. After the

singing is finished, the platform will evaluate the synthesis

score (e.g., 0 to 100) according to user proficiency and pro-

vide details of the evaluation, including evaluations of ev-

ery sentence’s lyrics and other aspects. The details of the

evaluation can help users correct their singing errors and im-

prove their proficiency. Thus, the evaluations on these KTV

platforms are different from traditional online entertainments

(e.g., music listening), where users just give ratings to the

items. Particularly, the system’s evaluations of user profi-

ciency can affect users’ choices on songs for singing. Besides,

when users intend to sing songs, they must consider the sur-

rounding environment and other factors. For example, they

can not sing songs at work, but they can listen to musics or

view news at work. It leads to that the interactions between

users and songs are much sparser than traditional online en-

tertainments.

The unique characteristics of these online KTV platforms
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bring new challenges to accurately recommend songs to users

compared with traditional online entertainments recommen-

dation. Firstly, as users may not be achieving high scores

on their favorite songs, the first challenge is how to bal-

ance user preferences with user proficiency on users’ selec-

tions on songs. The “user preferences” means the intensity of

which a user likes the song and “user proficiency” means the

score evaluated by the system. Particularly, we have quan-

tified the inconsistency between user preferences and user

proficiency in Section 2. Secondly, due to the fact that the

number of songs sung by each user is much less than the

number of items consumed by each user on the traditional

entertainment websites (e.g., music listening), the rating data

constructed from the interactions between users and songs is

much sparser than traditional entertainments, which leads to

that recommending unrated songs to users just using prior

sparse ratings is critically challenging. In a word, the second

challenge we need to address is what information can be used

to mitigate the data sparsity problem.

To address the challenges mentioned above, in this paper,

we focus our study on song recommendation for online KTV

users. Along with this line, we propose an information-fused

recommendation model based on matrix factorization de-

noted as InfoFuMF, which can balance user preferences with

user proficiency and mitigate the sparseness challenge by fus-

ing the user similarity, the song similarity and a pseudo-rating

matrix into a unified framework. Specifically, to balance user

preferences with user proficiency, we define two factors to

measure user preferences and proficiency, and then construct

the pseudo-rating matrix by leveraging the two weighted fac-

tors. Furthermore, to address the sparseness challenge in the

constructed pseudo-rating matrix, we first employ users’ in-

formation and songs’ information to calculate user similar-

ity and song similarity respectively. Particularly, to precisely

depict the similarity between users, we construct an inter-

est network according to users’ singing behavior. Based on

the interest network, we utilize the supervised random walks

(SRW) [1] to learn the user similarity, which can fuse the

interest network structure, the characteristics of nodes and

edges of the network in a principled way. Then, we fuse

the learnt song similarity, the learnt user similarity and the

constructed pseudo-rating matrix into the unified matrix fac-

torization model (InfoFuMF) to accurately recommend right

songs to right online KTV users. Finally, we evaluate our ap-

proach by conducting extensive experiments with a behav-

ioral log of online KTV users, and the experimental results

have demonstrated the effectiveness of the proposed method.

Overview The remainder of the paper is organized as fol-

lows. In Section 2, we briefly discuss some related works.

Section 3 introduces the problem definition and the rat-

ing function. Section 4 introduces our proposed InfoFuMF

framework, including user similarity calculation, item sim-

ilarity calculation, and the learning procedure of the Info-

FuMF. Next, we report and analyze the experimental results

in Section 5. Finally, we conclude this paper in Section 6.

2 Related work

In this section, we summarize the related work into the fol-

lowing three categories:

Content-based methods Content-based methods recom-

mend songs which have similar audio content to the users’

preferred songs. Most existing content-based methods first

extract traditional features and then recommend songs based

on the similarities between the feature vectors of songs.

While the similarity metrics used to compute song/user’s

distance are often ad-hoc, there are two recent works try-

ing to employ machine learning techniques to automatically

learn a similarity metric [2, 3], which still depended on tra-

ditional features. To solve this shortage, Bogdanov et al. [4]

presented recommendation approaches which employ a pro-

posed semantic music similarity measure, and Guan et al. [5]

proposed a music recommendation model by exploiting vo-

cal competence which can compute user/song’s similarity in

terms of pitch, volume and rhythm. Lately, Soleymani et

al. [6] proposed a content-based music recommendation sys-

tem by exploiting five attributes extracted from psychological

studies of user preference, which can increase the probabil-

ity of unpopular but interesting songs to be recommended.

Guo [7] proposed an efficient feature generation and selection

method by adapting the feature selection for ranking method

for music recommendation. Celma [8] presented a dynamic

ensemble learning system, which could combine musicolog-

ical data and machine learning models to provide a truly per-

sonalized music recommendation. Song et al. [9] studied how

to fully exploit the aspect factors extracted from text to im-

prove cross domain recommendation’s performance, which

can better capture user preferences. Nevertheless, content in-

formation is not easily extracted, especially acoustic informa-

tion [10].

Collaborative filtering methods Collaborative filtering

methods recommend songs by considering the preferences of

similar users. There are two main subgroups of collaborative

filtering for rating prediction. The first one is memory-based

methods, which recommend songs for the target user based
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on the consumed songs of similar users [11–13]. The other

one is model-based, which makes recommendations using a

trained compact model from the user-song rating matrix. Ma-

trix factorization (MF) [14–16] is one of the representative

methods, which is first proposed by Koren et al. [14] in deal-

ing with data sparsity. As its effectiveness and efficiency in

dealing with large rating matrices, some social-based recom-

mendation approaches adopted the social information based

on MF [17–22], which can better exploit the information of

users’ trust relationship and preferences. For example, Ma et

al. [17] proposed the SoRec method which extends the ba-

sic MF model by integrating the social network. Recently, Li

et al. [21] proposed two alternative models which incorpo-

rate the overlapping community into MF to solve the spar-

sity of user’s social connections. Yan et al. [23] proposed a

method to fuse item-based and user-based collaborative filter-

ing algorithms into a hybrid model to improve the accuracy

of music recommendation. Besides, there are some other in-

vestigated training models, such as the aspect models [24,25]

and the ranking model [26, 27]. While these traditional ap-

proaches only recommend songs to users which meet user

preferences, none of these approaches can balance user pref-

erences with user proficiency when recommends songs to on-

line KTV users.

Hybrid methods Hybrid methods combine two or more of

the above methods. There are some hybrid methods explored

in recommendation systems for other products [28, 29]. We

borrow the idea of combining content and user behavior data

of [30, 31], and we advance these works by considering the

unique characteristics of the KTV data. In the purpose of

music recommendation, Yoshii et al. [32] presented a hybrid

method that ranks musical pieces while efficiently maintain-

ing CF and content-based data for music recommendation. In

addition, Li et al. [33] proposed a probabilistic hybrid music

recommender to combine CF and traditional features, which

helps alleviate the problem associated with data sparseness

by utilizing audio features. Cheng and Tang [34] proposed a

hybrid approach to provide personalized music recommen-

dation by extracting audio features of songs and fusing them

with user personalities using SVM. Benzi et al. [35] formu-

lated a novel song recommendation model as a matrix com-

pletion problem by combining non-negative matrix factoriza-

tion and total variation on graphs, which is very versatile.

However, as the serious sparsity of the rating matrix on on-

line KTV platforms, these methods can not be applied to rec-

ommend songs to users directly.

In a summary, although there are numerous music recom-

mendation approaches, most of these works only consider

user preferences when recommending songs to users. How-

ever, due to the unique characteristics of the online KTV plat-

forms, we should consider not only user preferences but also

user proficiency as both of them play an important role on

users’ selections on songs. What’s more, as the severe spar-

sity of user/song’s rating matrix, these methods can not be

applied to recommend songs to online KTV users. In a word,

as the application scenario is not the same as traditional mu-

sic recommendations, we propose a new method for online

KTV music recommendation in the following sections.

3 Problem definition

We claim that the factors considered by users for choosing

a song on a KTV platform mainly contain their preferences

and their proficiency on singing. Formally, user preferences,

measuring the intensity of which a user likes the song, can

be reflected by the number of songs’ sung just like the tradi-

tional online entertainments. user proficiency, measuring the

capability of which a user sings the song, is evaluated by the

system and measured by a score from 0 to 100 and is different

from traditional online entertainments where users give rat-

ings to items. Let U = {u1, . . . , uM} and S = {s1, . . . , sN } be

the sets of M users and N songs, respectively. We introduce a

new rating function exploiting the two weighted factors:

Ri, j = α × ci, j

max_ci
+ (1 − α) × gi, j

max_gi
, (1)

where i = 1, . . . ,M, j = 1, . . . ,N, ci, j indicates the num-

ber of times the song s j sung by the user ui, max_ci =

max{ci,1, . . . , ci,N}, gi, j is the system’s evaluation on user pro-

ficiency when ui sings s j, max_gi = max{gi,1, . . . , gi,N}, α can

be regarded as trade-off between proficiency and frequency of

songs’ sung. From the function, we can see that the rating val-

ues are determined by the preferences ration and proficiency

ratio, which can balance user preferences with user profi-

ciency. With the conjecture that the rating values are gov-

erned by user preferences and user proficiency, the prediction

on unrated songs can be modeled by combining user pref-

erences and characterization of songs’ features. Specifically,

when α = 1, the rating matrix only utilizes the information

of user preferences, which is denoted as R(pre f er). Conversely,

when α = 0, the rating matrix only utilizes the information of

proficiency, which is denoted as R(pro f ic). For ease of expla-

nation, we list main notations in Table 1.

Formally, given the pseudo-rating matrix R, user behavior

and song features, we wish to learn the user latent vectors X

and song latent vectors Y, and then predict the rating matrix
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̂R on unrated songs. Finally, for each user u, we can obtain

the predicted rating vector ̂Ru and select the top-N songs as

recommendations for singing.

Table 1 Mathematical notations

Notations Meaning

U Collection of users with element ui

S Collection of songs with element s j

ci, j The number of times the song s j sung by the user ui

gi, j The evaluation of user proficiency when ui sings s j

R The pseudo-rating matrix with element Ri j

R̂ The predicted rating matrix with element R̂i j

R(pre f er) The preferences’ rating matrix (R(pre f er)
i j )

R(pro f ic) The proficiency’ rating matrix (R(pro f ic)
i j )

X The user latent feature vectors

Y The song latent feature vectors

B User similarity matrix with element B (i,m)

C Song similarity matrix with element C ( j, n)

pi Random walk score vector of user i with element pim

qi The starting vector of user i with element qim

w The vector of edge features’ weights with element wk

aim The edge strength of each user pair (ui, um)

Di Destination nodes to which ui creates edges

Li No link nodes to which ui does not create edges

I Indicator variable with element Ii j

Ψim The edge features’ vector between ui and um

Φ j f The f th feature’s value of the song s j

Φ The matrix of song features with element Φ j f

Q SRW’s stochastic transition probability matrix (Qim)

4 Information-fused recommendation model

Based on the constructed pseudo-rating matrix, a natural idea

is to adopt matrix factorization (MF) based models to pre-

dict ratings on unrated songs of users. We choose matrix fac-

torization as it is simple and shows relatively high accuracy

in collaborative-based recommendation [14,21]. Specifically,

under the MF framework, we seek to make two specific latent

feature vectors: one is the low-dimensional representations of

two users as close as possible if they have similar node and in-

teraction attributes, and the other one is the low-dimensional

representations of two songs as close as possible w.r.t. their

similarity in the space of user behavior. However, due to the

data sparsity and auxiliary of the pseudo-rating matrix, it is

hard to accurately learn the two latent feature vectors. Thus,

we should utilize as much information as possible to mitigate

the challenge of data sparsity. Hence, by integrating rich in-

formation of users and songs in a principled way, we design

two new regularizations to constrain these two latent feature

vectors. These two learnt latent feature vectors, which have

successfully fused user information, song information and

the pseudo-ratings into a uniform framework, provide a ba-

sis to devise an effective personalized song recommendation

system for online KTV users. The result is our information-

fused recommendation model based on Matrix Factorization

abbreviated as InfoFuMF (Fig. 1).

In the rest of this section, we first introduce how to char-

acterize the similarities between users based on their con-

tent and interactive information, and the similarities between

songs based on rich features (e.g., the total times sung by

users). We then propose our InfoFuMF model based on the

computed similarities.

4.1 User similarity calculation

As we know, due to the homophily effect among users, users

that have similar node information (e.g., age, gender), similar

edge information (e.g., interaction information) and network

structure (e.g., the common neighborhood) may possibly

have similar item consumptions [36, 37]. That means, all of

this information is useful for measuring user similarity in

our problem. In recent years, there are some algorithms for

assessing node similarity, e.g., random walks with restarts

(RWR). RWR has been proven to be a powerful tool for

computing node proximities on graphs [1] from a technical

perspective. With the extension of RWR, supervised random

Fig. 1 The framework of InfoFuMF model
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walks (SRW) [1] shows its better performance through its

characteristic in learning how to bias a random walk with

restart on the network in a supervised way, which can com-

bine the network structure with the characteristics of nodes

and edges of the network into a unified framework compar-

ing with RWR. Therefore, here we exploit SRW for comput-

ing user proximities.

However, on online KTV platforms, the interactions

among users are much sparser than traditional entertain-

ments, especially the social links. Due to the fact that the

user similarity is used to measure the similarity among users’

interest in singing songs, instead of directly utilizing social

relationships among users, we construct a network accord-

ing to users’ common singing behavior, which is named as

interest network. Specifically, we construct an edge for two

users if they sang at least ncs same songs. The value of ncs is

determined experimentally and variant with platforms. More

details about how to choose the value of ncs will be intro-

duced in Section 2. If there is no other special instruction, the

network of online KTV users is the interest network not so-

cial network. In the following, we will introduce how to use

SRW to compute the similarity between users based on the

interest network.

Given the user network graph G(U, E), where U is all the

user nodes and E is all the edges, if user node ui and um

have sung at least ncs same songs, an edge (ui, um) is con-

structed. For each edge (ui, um), we define a corresponding

feature vectorΨim that describes the user node properties and

the interaction attributes. Here the random walk transition

probability for each edge (ui, um) is assigned by the strength

aim = fw(Ψim) according to the problem formulation in super-

vised random walks. Function fw(Ψim) parameterized by the

weight vector w takes the edge feature vector Ψim as input.

pi is the stationary distribution vector of the random walk

with restarts from the seed user node ui, which reflects the

relevance scores between other user nodes and ui. And pi is

computed as shown in Eq. (2) according to the edge strength

function fw(Ψim) with the parameter w:

pi = (1 − μ)QTpi + μqi, (2)

where the summation of all the entries in pi is equal to 1. Spe-

cially, Q is the random walk stochastic transition probability

matrix and is computed as follows:

Qim =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

aim
∑

m1
aim1
, if (ui, um) ∈ E,

0, otherwise,
(3)

where m1 represents the m1th user in the matrix. qi is an M×1

starting vector, where the ith element is
∑M

m=1 pim and 0 for

others, which incorporates the restart probability μ, i.e., with

probability μ the random walk jumps back to seed node ui

and thus “restarts”.

From Eq. (2), we can see that before getting the vector

pi, our task is to learn the parameter w of function fw(Ψim).

Here we use the same method as in [1] in order to achieve

the optimized parameter w. Specifically, for each user ui, she

has two node sets Di and Li, where Di is denoted as desti-

nation nodes to which ui creates edges in the network graph

G(U, E), Li is no link nodes to which ui does not create edges,

and Di ∪ Li ∪ ui = U. Intuitively, we learn the parameter w
in such a way that the random walk will be more likely to

visit nodes in Di than Li, i.e., pil < pid, for each d ∈ Di and

l ∈ Li. Please note that pil is the random walk score from

user ui to user ul and pid is the random walk score from user

ui to user ud. In practice, it is hard to achieve a solution sat-

isfying all the previous constraints (pil < pid). To make the

constraints “soft”, we introduce a loss function h that penal-

izes violated constraints. Thus, we obtain the optimization

problem to learn the optimal set of w as follows:

min
w

F(w) = ‖w‖2 + ε
∑

ui∈U

∑

ud∈Di ,ul∈Li

h(pil − pid), (4)

where ε is the regularization parameter that trades-off be-

tween the complex (i.e., norm of w) and the fit of the model

(i.e., how much the constraints can be violated). h(·) is the

loss function that assigns a non-negative penalty according

to the difference of the scores pil − pid. If pil − pid < 0 then

h(·) = 0, while for pil − pid > 0, also h(·) > 0. In order to find

the optimal set of parameters w, we first derive the gradient

of F(w) with respect to w, and use a gradient-based optimiza-

tion method to find w that minimizes F(w). The derivative is

computed as follows:

∂F(w)
∂wk

= 2wk + ε
∑

ui∈U

∑

ud∈Di ,ul∈Li

∂h(pil − pid)
∂(pil − pid)

(
∂pil

∂wk
− ∂pid

∂wk
).

(5)

It is simple to compute the derivative ∂h(pil−pid)
∂(pil−pid) [1]. How-

ever, it is not clear how to compute the derivative of the score

pi with respect to the vector w. In this paper, referring to the

method in [1], we apply a power-method based algorithm to

compute this derivative by recursively applying the chain rule

to the following derivative function in Eq. (6). More specifi-

cally, we first iteratively compute pi and then repeatedly com-

pute the derivative ∂pi

∂wk
based on the estimate obtained in the

previous iteration.

∂pi

∂wk
= (1 − μ)QT ∂pi

∂wk
+ (1 − μ) ∂Q

∂wk

T

pi + μ
∂qi

∂wk
, (6)
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which is computed by taking the derivative over Eq. (2). Here
∂Qim

∂wk
is computed as follows based on Eq. (3):

∂Qim

∂wk
=

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

∂aim
∂wk

(
∑

m1
aim1 )−aim(

∑

m1

∂aim1
∂wk

)

(
∑

m1
aim1 )2 , if (ui, um) ∈ E,

0, otherwise.
(7)

More details on how to compute the derivative of F(w) and

learn w are shown in Algorithm 1 and Algorithm 2.

Algorithm 1 Computation of the derivative of F(w)

Require: G(U, E), interest network graph

w, edge feature weight vector

ε, regularization parameter

aim = fw(Ψim), edge strength for each user pair (ui , um)

qi M × 1 starting vector, the i-th element is
∑M

m=1 pim and others are 0

Ensure: ∂F(w)
∂wk

, the derivative of F(w)

1: Build the random walk stochastic transition matrix Q and ∂Q
∂wk

2: for all ui ∈ U do

3: Get Di, Li

4: Initialize pi
(0)

5: Initialize ∂pi
∂wk

(0)
, k = 1, . . . , |w|

6: t = 1

7: while not converged do

8: pi
(t) = (1 − μ)QTpi

(t−1) + μqi
(t−1)

9: t = t + 1

10: end while

11: t = 1

12: while not converged do

13: for k = 1, . . . , |w| do

14: ∂pi
∂wk

(t)
= (1 − μ)(QT ∂pi

∂wk

(t−1)
+
∂Q
∂wk

T
pi) + μ

∂qi
∂wk

(t−1)

15: end for

16: t = t + 1

17: end while

18: end for

19: return

∂F(w)
∂wk

= 2wk + ε
∑

ui∈U
∑

ud∈Di ,ul∈Li

∂h(p(t−1)
il −p(t−1)

id )

∂(p(t−1)
il −p(t−1)

id )
(
∂p(t−1)

il
∂wk

− ∂p(t−1)
id
∂wk

)

Algorithm 2 Computation of w by applying alternating gradient de-
scent procedure

Require: λ, the step size for gradient descent

Ensure: w, edge feature weight vector

1: Initialize w(0)

2: t = 1

3: while not converged do

4: for k = 1, . . . , |w| do

5: w(t)
k = w(t−1)

k − λ ∂F(w)
∂wk

6: end for

7: t = t + 1

8: end while

9: return w

Finally, we can obtain the user similarity matrix B based

on users’ learnt stationary distribution vectors. Specifically,

in order to get the similarity Bim between user ui and user um,

we first compute their dissimilarity by exploiting the sym-

metrized Kullback Liebler (KL) distance:

KL(ui, um) =
1
2

M
∑

m1=1

pim1 log2
pim1

pmm1

+
1
2

M
∑

m1=1

pmm1 log2
pmm1

pim1

,

(8)

and then get their similarity Bim by the function: Bim =

e−KL(ui ,um), which fits the requirement of similarity definition

that Bim ∈ [0, 1] and Bim = Bmi.

4.2 Song similarity calculation

Unlike the user similarity calculation, there is no direct net-

work structure among songs. Thus SRW is not appropriate

for song similarity calculation. To calculate the similarity be-

tween songs, we first extract some important features from

songs’ information (e.g., the type of song, the total times

sung by users) for describing each song, then we construct

a feature matrix Φ for all songs, where Φ j f means value of

the f th feature for the song s j. Then the similarity between

two songs can be measured by comparing their corresponding

feature vectors. Let the number of features be F, the cosine

similarity between s j and sn is computed as follows:

Ccos
j,n =

F
∑

f=1

Φ j fΦn f

/

√

√

√ F
∑

f=1

Φ2
j f

F
∑

f=1

Φ2
n f . (9)

More detailed information about song features and song

similarity calculation will be introduced in Section 5.2.

4.3 Model formulation of InfoFuMF

After acquiring the user similarity matrix B and song simi-

larity matrix C, we then introduce the framework of our In-

foFuMF as shown in Fig. 2. Specifically, according to the

definition of pseudo-rating matrix R in Section 3, we can

see that each entry Ri j is non-empty if and only if the user

ui has sung the song s j. However, as most of users have

only sung a few songs, it leads to that the matrix R is very

sparse, which makes our task “how to effectively fill the ma-

trix” very challenging. In order to solve this task, we formally

solve our problem with the framework of matrix factoriza-

tion, which is good at generating the user latent feature vec-

tors X and song latent feature vectors Y on sparse matrices.

What’s more, by forcing the low-dimensional representations

of two users as close as possible w.r.t their similarity in B, and

the low-dimensional representations of two songs as close as

possible w.r.t. their similarity in C, we effectively incorporate

more information about users and songs into the framework
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to improve the prediction ability and mitigate the problem of

sparsity. Based on generated X and Y, the predicted rating of

user ui on song s j can be defined as ̂Ri j =< X∗i, Y∗ j >, where

<> indicates the inner product, X∗i is ith user’s latent feature

vector and Y∗ j is jth song’s latent feature vector. Hence the

problem of generating the optimal X and Y can be defined by

minimizing the following criterion function as follows:

L(X, Y) =
1
2

M
∑

i=1

N
∑

j=1

Ii j(Ri j − XT
∗iY∗ j)2 +

β

2
[tr(XTX) +

tr(YTY)] +
γ

2
[tr(XLBXT)] +

δ

2
[tr(YLCYT)],

(10)

where Ii j is the indicator variable that is equal to 1 if ui has

sung the song s j and equal to 0 otherwise. LB is the Laplacian

matrix of B, defined as LB = Q − B with Q being a diagonal

matrix whose diagonal entries Qii =
∑

j Bi j. LC , the Lapla-

cian matrix of C, can be calculated by the same way, and tr(.)

denotes the trace of a matrix. β, γ, and δ are model regulariza-

tion parameters for controlling the complexity of models and

the contribution from the user similarity and the contribution

from the song similarity.

Fig. 2 The graphical model of InfoFuMF

In fact, as the objective function is not convex with regard

to U and V , here we turn to use alternating gradient descent

procedure to optimize the objective function, which is widely

used in these kinds of models and could ensure the local min-

imum. Before giving the derivatives over the objective func-

tion, we first rewrite the objective function in Eq. (10) as fol-

lows:

L =
1
2

M
∑

i=1

N
∑

j=1

Ii j(Ri j − XT
∗iY∗ j)2 +

1
2

tr[X(βEM + γLB)XT]

+
1
2

tr[Y(βEN + δLC)YT]

=
1
2

M
∑

i=1

N
∑

j=1

Ii j(Ri j − XT
∗iY∗ j)2 +

1
2

D
∑

d=1

Xd∗(βEM + γLB)XT
d∗

+
1
2

D
∑

d=1

Yd∗(βEN + δLC)YT
d∗, (11)

where EM is the identity matrix with M dimensions, EN is the

identity matrix with N dimensions, D is the number of latent

features in X and Y. Then we find

∂L
∂Xdi

= (
N
∑

j=1

Ii jY
2
d j)Xdi −

N
∑

j=1

Ii jYd j(Ri j − XT
∗iY∗ j

+XdiYd j) + (βXdi + γLBi∗XT
d∗)

= ((
N
∑

j=1

Ii jY
2
d j)Xdi + βXdi + γLBi∗XT

d∗)

−
N
∑

j=1

Ii jYd j(Ri j − XT
∗iY∗ j + XdiYd j). (12)

It is obvious that the rows of X are decoupled, thus we

can apply the gradient descent to optimize one row of X

at a time with the other rows fixed. Let E be a M × M

matrix with Eii =
∑N

j=1 Ii jY2
d j, f be a M × 1 vector with

fi =
∑N

j=1 Ii jYd j(Ri j − XT
∗iY∗ j + XdiYd j), then the gradient of

each row of X can be represented as follows:

∂L
∂Xd∗

= (E + βEM + γLB)XT
d∗ − f. (13)

However, from Eq. (11), we can see that both the rows and

the columns of Y are not decoupled, which leads us to com-

pute the gradient of each entry of Y by the function:

∂L
∂Yd j

= βYd j + δLC j∗YT
d∗ −

M
∑

i=1

Ii jXdi(Ri j − XT
∗iY∗ j). (14)

The following Algorithm 3 shows the overall learning pro-

cedure of InfoFuMF.

5 Experiments

In this section, we conduct experiments for evaluating the ef-

fectiveness of our approach in terms of both the rating pre-

diction and song recommendation. Through the experiments,

we try to answer the following questions:

1) How does InfoFuMF perform in a real online KTV

dataset when compared with state-of-the-art methods?

2) How does the restart probability μ affect the perfor-

mance of the recommendation?

3) How do the model regularization parameters γ and δ

affect the accuracy of the recommendation?

4) How does InfoFuMF perform for different scales of the

dataset when compared with baselines?
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Algorithm 3 Learning procedure of InfoFuMF

Require: R rating matrix

Ψim edge feature vector for user pair (ui , um), 1 � i,m � M

Φ feature matrix of all songs

D number of latent features

λ step size for gradient descent

Ensure: X the user latent vectors and Y the song latent vectors

1: Compute the user similarity matrix B based on Ψ

2: Compute the song similarity matrix C based on Φ

3: Initialize X0, Y0

4: t = 1

5: while not converged do

6: for d = 1 to D do

7: Xt
d∗ ←− Xt−1

d∗ − λ( ∂L∂Xd∗ )T

8: for j = 1 to N do

9: Y (t)
d j ←− Y (t−1)

d j − λ ∂L∂Yd j

10: end for

11: end for

12: t = t + 1

13: end while

14: return Xt, Yt

5.1 Data set

The data set is provided by ihou which is an online KTV plat-

form launched by iFLYTEK, which contains 196,940 user

logs from January 20, 2012 to May 20, 2012. For each user

ui, the user logs include user profiles (i.e., age, gender), user

singing records (each record consists of user, song, the evalu-

ation score given by the system), the users whom ui follows,

the users who follow ui and the messages sent by ui to other

users. The total number of songs in the system is 6992. We

crawled the genre of each song from the baidu website. First,

we prune the dataset for our analysis. Specifically, for users,

we only keep those users who sang at least 16 distinct songs

and were active in the system at least 7 days. For songs, we

only keep those songs which are sung by at least 10 distinct

users. After that, there are 10,008 users and their rich log in-

formation and 818 songs as described in Table 2. For each

user, we split her records by 3:2 over time.

Table 2 The description of filtered data set

Data #Users #Songs #Singing Avg.#UserSinging

TrainSet 10,008 818 255,554 25.5

TestSet 10,008 818 170,368 17.0

5.2 Preparation

Before comparing the effectiveness of different models, here

we conduct a preliminary experiment on the ihou data set to

show the assumption “users may not be achieving high scores

on their favorite songs”, which has been claimed in Section 1.

Considering the simplicity and effectiveness of evaluation

metrics, we adopt Spearman’s rho (sr) [38] to calculate the

correlation of two ranking lists. For each user ui, we first rank

her singing songs ssi by her preferences (Rank1i) and her pro-

ficiency (Rank2i) respectively. Then the correlation efficient

sri of user ui can be expressed as

sri = 1 −
6
|ssi|
∑

j=1

(rank1i, j − rank2i, j)2

|ssi|2 − |ssi| , (15)

where |ssi| is the number of ssi, j is the jth song in ssi, rank1i, j

is the ranking position of jth song in Rank1i and rank2i, j is

the ranking position of jth song in Rank2i. And the range

of sri is from 0 to 1, where lower value of sri means that

the Rank1i and Rank2i are more dissimilar. Distributions of

all users’ sr are shown in Fig. 3. We can observe that more

than 92% users’ Spearman’s rho are not more than 0.50 and

the average of Spearman’s rho is 0.22, which confirms our

assumption that users may not be achieving high scores on

their favorite songs. It also implies the necessity of our pro-

posed song recommendation model, which can balance user

preferences with user proficiency on recommending songs to

online KTV users.

Fig. 3 Distributions of users over range of Spearman’s rho

Next, we construct the pseudo-rating matrix’s element Ri j

according to the method proposed in Section 3, where the

number of singing ci j can be acquired from the singing

records of ui and the system’s evaluation gi j is the average

value among the ci j covers. Consequently, there are 232,842

non-empty elements in the rating matrix, which is far less

than 7,953,702 empty elements in this matrix. To better un-

derstand user behavior on songs sung, we also illustrate the

distributions of the number of distinct songs sung by users

and the number of distinct users who sing each song in
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Fig. 4. From the two figures, the average number of distinct

songs sung by each user (25.12) is far less than 818 and the

average number of users singing each song (284.87) is also

far less than 10,008, which also reflects that the rating ma-

trix is extremely sparse. This observation verifies the concern

mentioned in Section 1.

Fig. 4 The distributions of the number of distinct songs sung by users and
the number of distinct users who sing each song, respectively. (a) Distribu-
tion of distince songs; (b) distribution of distince users

Interest network In order to compute the user similarity

matrix B based on SRW, we construct the user interest net-

work G(U, E) at the training dataset. The edge feature vector

Ψim for each edge (ui, um) is constructed based on the follow-

ing features: (1) Distance between ui and um’s ages, adim;

(2) Distance of singing ability between ui and um by measur-

ing the difference of the two users’ average singing scores,

cadim; (3) Number of common friends, nc fim; (4) Number of

common songs sung by ui and um, ncsim. Please note that fea-

tures (1), (3) and (4) are used to consider users’ preferences,

and feature (2) is used to consider users’ proficiency. Before

utilizing these features, to make highly skewed features’ dis-

tributions less skewed, we adopt the log transformation func-

tion [39]:

f ′ =
log(1 + f )

max{log(1 + f )} , (16)

normalizing these features into the ranging [0,1], where f

is the value of one of the mentioned edge features. Since

the similar users are also the like-minded users in CF for

song choice, we construct an edge for two user nodes ui and

um if they sang at least 4 of the same songs, instead of di-

rect social links. In consideration of user singing behavior

in the training dataset, the average number of distinct songs

sung by each user is 15.5. If two users have sung at least

4 of same songs, we can assume that the two users have

the same interest in songs with a higher probability. The

density of the interest network is 10.93% when the num-

ber of common singing songs is not less than 4, which is

enough to learn user similarity. We also analyze the num-

ber of the direct social links among KTV users. We find that

the number is 5058 and the density of the social network

is 0.00005, which is too sparse to learn user similarity. The

extreme sparsity of direct social network also demonstrates

the necessity of constructing the interest network. The edge

strength function fw(Ψim) mentioned in Section 1 is defined

by aim = fw(Ψim) = exp(w ·Ψim). By default, in the following

experiments the regularization parameter ε is set to 1 as the

same as in [1], the step size λ of gradient descent for com-

putation of w in Algorithm 1, user latent vectors X and song

latent vectors Y are all set to 0.01.

Song features The song similarity matrix C is calculated

based on the following song features: (1) Genre of each song;

(2) Average score of each song according to user singing

records; (3) Singer ID of each song; (4) Average number of

singing by each user who has sung the song; (5) Total num-

ber of users who have sung the song. The first three features

indicate the basic attributes while the last two reflect the pop-

ularity of each song in the online KTV platform. The value of

feature (2) ranges from 0 to 100. Feature (4) and feature (5)

are integer value. Obviously, these three features are ordinal

attributes, which means that we can utilize the cosine sim-

ilarity method to compute the distance directly. Before uti-

lizing these three features, we adopt the log transformation

function as used in user features: f ′ = log(1+ f )
max{log(1+ f )} . How-

ever, as feature (1) and (3) are non-ordinal attributes, we can

not put them into the cosine similarity method together with

features (2), (4) and (5) directly. To solve the problem, we

introduce an index function hi combined with the cosine sim-

ilarity method. Thus Eq. (9) in Section 4.2 has been changed

to Eq. (17):

Ccos
j,n =

hi(Φ j1,Φn1)

3
+

hi(Φ j3,Φn3)

3
+

∑

f=2,4,5
Φ j fΦn f

/√

∑

f=2,4,5
Φ2

j f

∑

f=2,4,5
Φ2

n f

3
,

(17)

where hi is the index function that assigns 0 or 1 according

to Φ j f and Φn f ( f = 1 or f = 3). If Φ j f = Φn f then hi = 1,

which implies that songs j, f belong to a same category. For
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example, if Φ j3 = Φn3, it means that these two songs are sung

by a same singer. While for Φ j f � Φn f , hi = 0. According

to Eq. (17), we have successfully fuse ordinal attributes and

non-ordinal attributes into a same space and can compute the

similarity between two songs directly.

Age segmentation The user’s age is an important fea-

ture which can reflect user’s interest, as users maybe have

the same interests and habits as their peers. Although two

users’ ages are different, they still may have similar inter-

ests. Based on this hypothesis, we split users’ age in differ-

ent classes. To make more reasonable age splitting, we use

a method based on information gain adopted in [40, 41] to

get the age splits. The information entropy of the age AY is

Ent(AY ) = −∑|AY |
y=1 py log(py), where |AY | is the number of dif-

ferent years in AY and py is the proportion of users in age year

Ay in this age class. Initially, the entire age range is viewed as

a big class and then we partition it into several classes recur-

sively. In each iteration, we use the weighted average entropy

(WAE) to find the best split:

WAE(ys; AY ) =
|AY

1 (ys)|
|AY | Ent(AY

1 (ys)) +
|AY

2 (ys)|
|AY | Ent(AY

2 (ys)),

where AY
1 and AY

2 are two subclasses of class AY when be-

ing split at the ysth year. The best split year induces a max-

imum information gain given by ΔE(ys) which is equal to

Ent(AY ) −WAE(ys; AY ).

5.3 Evaluation baselines

Since the problem of recommending the right songs to the

right users on online KTV is under-explored, it is difficult

to directly find existing works as baselines. As our model is

inspired by PMF, we select PMF as a baseline. As we men-

tioned that the user similarity based on SRW can better de-

pict users’ interest and correlations than traditional methods

(e.g., cosine similarity), to validate this hypothesis, we de-

vise a baseline Normal information-fused MF model, denoted

as NormalMF. Moreover, in order to answer the following

two questions: (1) How does user interest network data im-

prove collaborative filtering? (2) How does song informa-

tion improve collaborative filtering? We design two baselines

(UserMF, SongMF) which only takes advantage of informa-

tion of one entity for improving the ability of song recom-

mendation. Besides, since interest correlation we constructed

in Section 4 may have a significant influence on the effect of

recommendation, we also consider the recent works (SoRec,

MFCModel, MF-TDP) about recommendation system in or-

der to make comparisons between our proposed model and

traditional social recommendation systems. Thus the base-

lines are used in our experiments as follows:

1) NormalMF: The only difference of NormalMF and In-

foFuMF is that NormalMF utilizes the cosine similarity

to calculate user similarity not SRW.

2) UserMF: This model employs the user similarity based

on the supervised random walks algorithm described in

Section 1 to regularize the MF procedure. It is a special

case of our proposed model when δ = 0.

3) SongMF: This baseline introduces the song similarity

based on the song information described in Section 2. It

is also a special case of our model when γ = 0.

4) PMF: It is the basic matrix factorization model that

only models user-song matrix.

5) SoRec [17]: The SoRec model factorizes the rating and

trust information simultaneously to solve data sparsity

and poor rating prediction.

6) MFCModel [21]: The MFCModel exploits the com-

munity structure of user’s social networks to improve

the recommendation’s accuracy.

7) MF-TDP [42]: The Mini-SGD-Based Matrix Factor-

ization with Trust and Distrust Propagation (MF-TDP)

exploits the trust and distrust information which are

extracted from user’s social information to improve

the recommending accuracy by using the mini-batch

stochastic gradient descent optimization.

Note that since the social links among online KTV users

are much sparser than traditional entertaining platforms, the

social recommendation systems will perform worse by uti-

lizing the direct social information among users. Therefore,

the social recommendation methods (SoRec, MFCModel and

MF-TDP) in our experiments also exploit the interest network

instead of the direct social network.

5.4 Evaluation metrics

To evaluate the effectiveness of our approach, we use a com-

mon metric mean squared error (MSE) [43] to measure the

performance of rating prediction. Specifically, for better un-

derstanding our model’s performance on rating prediction,

we devise three different MSEs:

(1) MSE on preference:

MSEpre f er =

∑

i j(R
(pre f er)
i j − ̂Ri j)2

N
, (18)

which is used to measure the performance of prediction on
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user preferences;

(2) MSE on proficiency:

MSEpro f ic =

∑

i j(R
(pro f ic)
i j − ̂Ri j)2

N
, (19)

which is used to measure the performance of prediction on

singing proficiency;

(3) MSE on average:

MSEave =
MSEpre f er +MSEpro f ic

2
, (20)

which is used to comprehensively measure the rating predic-

tion performance.

On the other hand, we adopt the widely used indices: pre-

cision P, recall R and F1 score F1 = 2 ∗ P∗R
P+R , which are used

to evaluate the effectiveness of song recommendations.

5.5 Overall results

In our experiments, we split the records into two parts ac-

cording to time. One part containing 60% of observations in

the rating matrix is used as the training set and the other part

with 40% of observations is used as the test set. We report

both the rating prediction results (Fig. 5) and the ranking re-

sults (Table 3). Except for those parameters which have been

set in Section 2, the remaining parameters are set by μ = 0.3,

β = 0.1, γ = 0.1, δ = 0.25 and latent feature dimension

D = 20 according to experimental results.

Rating prediction Figure 5 exhibits the MSEpre f er,

MSEpro f ic and MSEave of all models. From the figure, we

can see that PMF has the worst performance compared with

InfoFuMF, NormalMF, UserMF and SongMF, which implies

that employing the user similarity and song similarity can

improve the accuracy of rating prediction. On MSEpre f er, we

Fig. 5 Rating prediction evaluation on MSEpre f er , MSEpro f ic and MSEave

with different methods

find that SoRec achieves the best performance (MSEpre f er

=0.038), which shows that SoRec can accurately capture

user’s preferences on songs for singing compared with other

models. However, it can not accurately predict user’s profi-

ciency on songs (MSEpro f ic = 0.195) compared with other

models, such as InfoFuMF (MSEpro f ic = 0.052). And it

also performs (MSEave = 0.116) worse than InfoFuMF

(MSEave = 0.064) on predicting user rating on songs. In con-

sideration of these observations, we can draw a conclusion

that our proposed model InfoFuMF can accurately predict

user preferences and user proficiency on songs.

Song recommendations In order to evaluate our model’s

recommendation quality thoroughly, we compare its per-

formance with baselines in terms of precision, recall and

F1-score under different settings of recommendation songs

(topN) including 10, 20, 30, 40 and 50. As shown in Table 3,

the proposed InfoFuMF model consistently outperforms the

other six models. Compared with InfoFuMF, NormalMF,

UserMF and SongMF, the performance of PMF is gener-

ally the worst with the majority of numbers of recommen-

dation songs, which is as expected because it does not uti-

lize user similarity and song similarity. Particularly, the com-

parison between InfoFuMF and NormalMF demonstrates that

user similarity based on SRW can better depict users’ inter-

est and correlations than cosine similarity. And the results of

SongMF are close to InfoFuMf. It is probably resulted from

that the information used to construct the song similarity ma-

trix is richer than the information for the user similarity ma-

trix, which contributes to better predicting user selections on

songs for singing. We also observe that the three recommen-

dation methods SoRec, MFCModel and MF-TDP are all con-

sistently worse than InfoFuMF. The possible reason is that

our data set can not be well applied by the three methods as

the constructed online KTV user network has some unique

characteristics, such as users tend to challenge other users

who have achieved higher scores on singing some songs.

What’s more, when we increase the number of recommen-

dation songs, the performance of the proposed model Info-

FuMF first increases, and achieves the better F1-score 14.2%

around 40 and then slightly decreases. In parameters’ sensi-

tive analysis’s sections, we will choose “the number of top

recommendation songs” topN as 40 on account of its perfor-

mance.

Compared with baselines, our model InfoFuMF can com-

prehensively predict user rating on songs by balancing user

preferences with user proficiency. Except for precisely pre-

dicting user rating, InfoFuMF can also accurately recom-

mend songs to users for singing. For example, when topN =



284 Front. Comput. Sci., 2020, 14(2): 273–290

Table 3 The comparison performance on evaluating recommendation quality in terms of precision, recall and F1-score with different methods

Index topN InfoFuMF NormalMF UserMF SongMF PMF SoRec MFCModel MF-TDP

10 11.9% 11.7% 9.0% 11.8% 9.8% 7.6% 10.9% 8.4%

20 10.7% 10.3% 8.4% 10.4% 7.5% 5.8% 10.1% 6.5%

Precision 30 9.9% 9.9% 6.6% 9.9% 6.3% 5.0% 8.2% 5.6%

40 9.5% 9.1% 6.1% 9.2% 5.6% 4.5% 7.0% 5.0%

50 8.4% 8.2% 6.1% 8.3% 5.0% 4.0% 6.2% 4.5%

10 11.1% 11.0% 8.4% 11.0% 9.8% 7.8% 10.3% 8.5%

20 20.0% 19.4% 15.6% 19.5% 14.5% 11.6% 18.9% 12.8%

Recall 30 27.9% 27.8% 18.4% 27.9% 18.0% 14.9% 22.8% 16.1%

40 35.6% 34.0% 22.7% 34.71% 21.0% 17.5% 25.7% 19.0%

50 39.6% 38.3% 28.3% 38.6% 23.6% 19.7% 28.6% 21.4%

10 10.7% 10.6% 8.0% 10.6% 9.1% 7.3% 9.9% 7.9%

20 13.0% 12.6% 10.2% 12.7% 9.2% 7.3% 12.4% 8.0%

F1-score 30 13.8% 13.7% 9.1% 13.8% 8.8% 7.1% 11.4% 7.8%

40 14.2% 13.6% 9.1% 13.8% 8.3% 6.8% 10.4% 7.5%

50 13.3% 12.9% 9.5% 13.0% 7.9% 6.4% 9.7% 7.1%

40, the F1-score of InfoFuMF is 14.2%, while SoRec is only

6.4%. In a word, the performance of InfoFuMF on rating pre-

diction and song recommendations demonstrate the effective-

ness of our proposed model. However, as the main purpose of

this paper is generating recommendation songs to KTV users,

in the following section, we will focus on evaluating perfor-

mance difference of variant parameters of InfoFuMF in terms

of precision, recall and F1-score.

5.6 Impact of parameter α

In Section 3, we have claimed that the songs which users se-

lect to sing are mainly determined by user preferences and

user proficiency. We show the experimental results with dif-

ferent α in Fig. 6. Specifically, α is a trade-off parameter

between user preferences and user proficiency on singing. If

α = 0, users’ selections on songs are simply determined by

user proficiency. In contrast, if α = 1, only user preferences

determine users’ selections on songs. Specifically, Fig. 6(a)

exhibits the performance on rating prediction of different α

from 0 to 1, given μ = 0.3, β = 0.1, γ = 0.1, δ = 0.25 and

D = 20. We can observe that the MSEpre f er decreases when

α increases, which conforms to the fact that InfoFuMF uti-

lizes more information from user preferences as α increases.

However, when α increases, the MSEpro f ic also increases as

InfoFuMF weakens the contribution from user proficiency.

As we known, the MSEave is devised to measure the rating

prediction of InfoFuMF not only on user preferences but also

on user proficiency. We find that InfoFuMF achieves the best

performance MSEave = 0.064 when α = 0.5. And InfoFuMF

achieves worse performance MSEave = 0.108 when α = 0

and MSEave = 0.102 when α = 1. These observations demon-

strate that the proposed model can not achieve the best per-

formance on rating prediction when we only utilize the infor-

mation from user preferences or user proficiency. We also ex-

hibit the proposed model’s performance on song recommen-

dations with variant α in Fig. 6(b), given μ = 0.3, β = 0.1,

γ = 0.1, δ = 0.25, D = 20 and topN = 40. We also find that

InfoFuMF achieves the best performance Precision = 9.5%,

Recall = 35.6% and F1 − score = 14.2% when α = 0.5,

which shows that user proficiency plays an important role in

users’ selections on songs as well as user preferences. Similar

Fig. 6 InfoFuMF’s performance with different α. (a) Performance on rating
prediction; (b) performance on song recommendation
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to the performance on rating prediction, if we simply em-

ploy user preferences or user proficiency, the model can not

achieve a better result than α = 0.5. In a word, both obser-

vations on rating prediction and observations on song recom-

mendations confirm our assumption that not only user prefer-

ences but also user proficiency determine online KTV users’

selections on songs.

5.7 Impact of parameter μ

During the procedure of computing user similarity by the

SRW model, μ is an important parameter since it defines the

probability the random walk jumps back to seed node and

thus “restarts”. In Fig. 7, we study how the parameter μ af-

fects the performance of InfoFuMF. Figure 7 exhibits the im-

pact of different μ from 0.1 to 0.9, given β = 0.1, γ = 0.1,

δ = 0.25, topN = 40 and D = 20. We can observe that

the model achieves the best performance Precision = 9.5%,

Recall = 35.6% and F1-score = 14.2% when μ = 0.3.

A larger or smaller μ value will lead to hurt the perfor-

mance of the proposed InfoFuMF model. For example, the

model achieves the worst performance Precision = 9.1%,

Recall = 34.0% and F1-score = 13.6% when μ = 0.1. It

implies that the SRW can more effectively combine the net-

work structure with the characteristics of nodes and edges,

and learn user similarity better when μ = 0.3 compared with

other μ values.

5.8 Impact of parameters β, γ and δ

In our proposed InfoFuMF model, parameters β, γ and δ con-

trol the complexity of the model, and balance the contribution

of user similarity with the contribution of song similarity. If

γ = 1 and δ = 0, we simply employ the information of user

similarity and ignore the contribution of song similarity. If

we decrease the value of γ and increase δ, we will utilize

more information from song similarity to learn user interest

on singing. For other situations, we fuse information from the

user similarity and song similarity for matrix factoring and,

moreover, to make song recommendations for online KTV

users.

Fig. 7 InfoFuMF’s performance variance with different μ

The impacts of β, γ and δ on precision, recall and F1-

score are shown in Fig. 8. First, we analyze the performance

variance with different β in Fig. 8(a). As β increases, the

F1-score increases at first from 8.86% (β = 0.01) to 9.49%

(β = 0.075). Afterwards, the F1-score achieves a little growth

from 9.49% (β = 0.075) to 9.57% (β = 0.25). It implies that

the InfoFuMF model can achieve a competitive result when β

is around 0.075.

Parameters γ and δ control the contribution of user similar-

ity and song similarity respectively. As shown in Fig. 8(b), at

first, the F1-score increases from 13.8% (γ = 0) to 14.2%

(γ = 0.1), but when γ surpasses a certain threshold, the

F1-score does not increase with further increase of γ. It im-

plies that the InfoFuMF model achieves the best performance

when γ is around 0.1. The impact of parameter δ is exhib-

ited in Fig. 8(c), and it shows that larger δ will increase the

accuracy of song recommendations. However, we must pay

attention to the fact that the increment of δ brings larger incre-

ment of performance compared with γ, which implies that the

InfoFuMF model is more sensitive on parameter δ compared

with parameter γ. Based on these observations from Fig. 8,

we can draw a conclusion that richer information (users and

Fig. 8 The performance of precision, recall and F1-score with different assignments of β, γ and δ, respectively. (a) Performance on parameter
β; (b) performance on parameter γ; (c) performance on parameter δ
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songs) can generate better performance than purely using

user information or song information for recommendations.

5.9 Importance of features

Above experiments have demonstrated the effectiveness of

the InfoFuMF model and fully explored the impacts of dif-

ferent parameters, but the effect of each user feature or song

feature on recommendation is unexplored. Here we evalu-

ate all features to understand what information form the best

song recommendation system. Specifically, we remove song

features one by one from InfoFuMF model respectively to

evaluate the importance of each song feature. Similarly, we

also remove user features one by one from InfoFuMF respec-

tively to evaluate the importance of each user feature. Based

on above procedures, we can obtain all features’ importance

on recommending songs to online KTV users as shown in

Fig. 9. According to Fig. 9, we can acquire the importance of

each feature and draw several implications: (1) In considera-

tion of both user features and song features, most of removed

features take a little decrease on F1-score, which shows that

the InfoFuMF model has a good robustness on recommend-

ing songs to online Karaoke users; (2) Figure 9(a) shows that

removing feature “Number of common friends” or “Singing

ability” from InfoFuMF achieves a larger performance loss

(0.7%) compared with other user features, which implies that

the feature “Number of common friends” or “Singing ability”

can effectively improve the accuracy of user similarity calcu-

lation; (3) Based on Fig. 9(b), we can find that the feature

“Average singing number” achieves the largest performance

loss (0.6%) compared with other song features, which implies

that the feature “Average singing number” plays the most im-

portant role in calculating song similarity. Considering the

meaning of each feature, we can draw a rough conclusion that

these features (“Singing ability” and “Average singing num-

ber”), which relate to user singing activity, can effectively

improve the recommendation quality of the proposed Info-

FuMF model. It also demonstrates that song recommendation

system for online KTV users has unique characteristics com-

pared with general music recommendation systems.

5.10 Scalability analysis

In this section, we conduct some experiments on measuring

the scalability of our proposed InfoFuMF method compared

with PMF, SoRec, MFCModel and MF-TDP. Note that in

this section, as NormalMF, UserMF and SongMF are similar

to InfoFuMF, we only keep the result of InfoFuMF for sim-

plicity. Specifically, we obtain five sub-datasets with different

user scales from the ihou dataset, including 100 users, 500

users, 1,000 users, 5,000 users and 10,008 users. On each of

the 5 data sets, we run each model using the same parame-

ter settings for fairness as shown in Fig. 10. For scalability

analysis, we evaluate the performance on recommendation

quality by F1-score with varying scales of users. As shown

in Fig. 10, we can see that the accuracy of recommendations

consistently decreases with users increasing, which implies

Fig. 9 Evaluation of user features and song features, respectively. (a) Eval-
uation of user features; (b) evaluation of song features

Fig. 10 The performance on recommendation quality of different models
with variant scales of users



Ming HE et al. Leveraging proficiency and preference for online Karaoke recommendation 287

Fig. 11 A typical user’s personal information and the accurate recommendation songs for this typical user on topN = 15 with different methods

that all models perform worse in larger scale of dataset for

recommendations. The possible reason is that the sparsity of

rating matrix becomes more severe with the increase of users.

However, although the performance of InfoFuMF decreases

with users increasing, it still performs the best compared with

all baselines on all scales of users.

5.11 Case study

In order to better understand the performance of our model

in terms of song recommendation for online KTV users, we

conduct a case study on the ihou dataset.

As shown in Fig. 11, we first present the personal infor-

mation of a typical user, including “User profile”, “Favorite

genres of songs” and “Favorite singers”, which is used to de-

pict the preferences and behavior of this typical user. Accord-

ing to the personal information, we can clearly see that, the

user does not always sing the songs which the user performs

the best. For example, the genre of songs, which is always

sung by the user, is “Old song” (the number of singing on this

genre is 17), while the genre of songs that the user achieved

the highest average singing score (75.42) is “Love song”. Ex-

cept for user’s personal information, we also exhibit the ac-

curate recommendation songs on topN = 15 with different

methods to better explore InfoFuMF’s performance. As the

NormalMF, UserMF and SongMF are similar to InfoFuMF,

we omit the results of these three models in Fig. 11 for sim-

plicity. From these listed accurate recommendation songs in

Fig. 11, we can have an intuitive observation. The accurate

recommendation songs of InfoFuMF is 6, while the accurate

recommendations of PMF, SoRec, MFCModel and MF-TDP

are 2, 4, 2 and 1 respectively, which demonstrates that the

InfoFuMF model achieves the best accuracy on recommen-

dation compared with other models. It is because employ-

ing the information of user similarity and song similarity im-

proves recommendation quality. In other words, our proposed

InfoFuMF model can accurately recommend songs to online-

KTV users.

6 Conclusion

In this paper, we studied the problem of personalized Karaoke

song recommendation task by leveraging the proficiency and

preferences of singers. Specifically, to balance user prefer-

ences with user proficiency, we proposed a new rating func-

tion, which constructs a pseudo-rating matrix combining the

number of singing and system evaluation scores. Further-
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more, to mitigate the sparseness challenge in the pseudo-

rating matrix, we first calculated user similarity and song sim-

ilarity by utilizing richer user and song information respec-

tively. Then, we fused the user similarity, the song similarity

and the pseudo-rating matrix into the unified matrix factor-

ization model (InfoFuMF), which can mitigate the challenge

of data sparsity for accurately recommending songs to on-

line KTV users. Finally, we conducted extensive experiments

on a real-world data set, and the results clearly demonstrated

the effectiveness of our proposed model compared with base-

lines. We believe this work could improve user experience of

online KTV platforms.
In our future work, we will fuse more data from other plat-

forms to better mitigate the data sparsity problem. What’s

more, as the cold start problem severely affects the experi-

ence of new users who first use the online Karaoke system,

we will improve the proposed InfoFuMF model to better rec-

ommend songs to new users.
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