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a b s t r a c t

With the prevalence of online social groups, the dynamic joint prediction of users’ grouping and
consumption behaviors on social network platforms is critical for optimizing social link suggestions
and product recommendations. The group influence theory indicates that group norms affect user
preference and behavior; however, the individual preferences of group members can also alter group
norms. Nevertheless, the problems of how to holistically model dynamic bidirectional influence,
existing between individual preferences and group norms, and then, simultaneously predict the users’
grouping and consumption behaviors are still underexplored. In this study, we propose a collaborative
evolution and prediction (CEP) model to address the above issues. We associate each social group
with a latent group norm vector, and assign each user with a latent individual preference vector. The
unobservable interplay between individual preferences and group norms is then modeled according
to the underlying group influence theory. Based on these two latent vectors, we design a joint
optimization function that incorporates the correlation between grouping and consumption behaviors,
to enhance the prediction performance. Through extensive experiments and evolution analysis, we
demonstrate the prediction effectiveness and the explanatory power of our CEP model.

© 2021 Elsevier B.V. All rights reserved.
1. Introduction

Online social networks (OSNs) have broken barriers that pre-
iously existed between users’ social activity and consumption
ehavior, becoming the second most popular destination for users
ho wish to pay for products and services worldwide [1]. This
ew type of ‘‘social commerce’’, whereby e-commerce trans-
ctions are conducted directly through OSN platforms, has the
otential to grow by more than $2 trillion by 2024 [2]. The
revalence of OSNs encourages people to join online social groups
n increasing numbers, allowing users to freely join or quit groups
ased on personal preference. For example, over 10 million
roups exist on Facebook, and 1.4 billion users interact with
roups on the platform every month [3]. Online social groups
enerally cater to specific interests, and provide users with a
irtual space to freely communicate and share ideas about their
references. These types of social interactions can have powerful
ffects on the members’ preferences and behaviors, through what
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is known as group influence [4,5]. Specifically, driven by individ-
ual preferences, a user voluntarily joins an online social group,
which can be considered as grouping behavior. The grouping
behavior would conversely impact individual preferences and
consumption behavior owing to the group influence [6]. However,
the interplay of individual preference and group influence is
bidirectional, as the group norm [7] also evolves with changes in
the majority of members’ preferences. Generally, the group norm
represents a consensual standard that describes group members’
common preferences and guides their behaviors [8].

An example of this phenomenon is illustrated in Fig. 1. At time
t, user 1 is in group 1 (with romantic tag) and has consumed
products 1 and 3 (both are romance films). As user 1 has similar
preferences to user 2 (both in group 1) and user 3 (both have
seen film 3), she joins group 2 (with love and funny tags) which
includes users 2 and 3. Then, group 2 begins to influence user
1’s preference through the norms present in that group (e.g., rec-
ommending some comedy films with love element to her, like
product 2). Thus, at time t+1, user 1’s preference changes (i.e., she
likes both romance and comedy films) and consumes product
2. Meanwhile, as the current preferences of users 1 and 2 are
consistent (i.e., both like romance and comedy films), group 1

modifies its norm (with new romantic and funny tags).
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Fig. 1. Interaction of consumption and grouping behaviors.
In short, capturing abovementioned evolution on OSN plat-
orms is significant. By understanding the dynamic influence be-
ween individual preferences and group norms, we could better
erform customer relationship management and inform market-
ng strategies [6]. Additionally, generating accurate predictions
f users’ grouping and consumption behaviors is crucial for pro-
iding social link suggestion [9,10] and product recommenda-
ion [11].

In recent two decades, a significant amount of research has
een devoted to better understanding social link prediction [9,
2–15] and consumption prediction [16–20]. For predicting social
inks, a common idea has been to compute node proximity given
he topology of social networks [9,21], which is based on the
rinciple that two users are candidates to be linked together if
hey are structurally close in the social graph [22]. Alternatively,
or predicting product consumption, the most commonly used
aradigm is collaborative filtering, wherein it is assumed that
ehaviorally similar users would exhibit similar preferences on
roducts in the future [23]. However, the performance of both
ocial link and consumption prediction models are often unsatis-
actory owing to the data sparsity problem. With the increasing
revalence of social commerce and the easy access to users’
ocial and consumption data from OSNs, extensive efforts have
een devoted to incorporating one type of behavior data (social
r consumption), to enhance the prediction of the other behav-
or [16,24–26]. Few studies have attempted to jointly model and
redict users’ social link and product consumption in a unified
ramework [27–29]. Previous works have instead tended to em-
loy preference homophily and social relationships, to alleviate
ssues of data sparsity and improve prediction performance.

Despite the effectiveness of these works, we argue that these
orks suffer from two key limitations: failing to understand the

mportance of online social groups and combine both behaviors
n a dynamic and dependent manner.

Previous works have mostly focused on a user’s network of
ocial friends, thereby ignoring another key component of OSNs:
2

online social groups [25–27]. However, the dynamics of online
social groups is important to the evolution of OSNs [22]. Besides,
sociologist Van Vugt [30] argued that groups are ubiquitous and
have powerful effects on the decision making and behavior of
members.

Most previous works employed the group information to re-
inforce the model learning process, aiming at improving the con-
sumption prediction [24,31]. Only limited works fused the group-
ing behavior but neglected the bidirectional between users and
groups [10]. However, individual preferences and group norms
are mutual influence, users’ grouping and consumption behaviors
are collaboratively evolutionary, as shown in Fig. 1.

In short, the limitations of existing studies lie in the fact that
they model the users’ preferences and grouping behavior from a
static and independent perspective. As the grouping process and
individual preference evolve over time, we aim to answer the
question: how to borrow the theories related to group influence
to better learn and predict the co-evolution of users’ grouping and
consumption behaviors?

To address these limitations, we propose a collaborative evo-
lution and prediction (CEP) model. First, we construct a concept
framework to present the evolution process: from the bidirec-
tional influence between users and groups to users’ grouping and
consumption behaviors. Then, we need to realize the concept
framework in an intuitive and rational model. Base on the tempo-
ral probabilistic matrix factorization algorithm, we design a latent
factor based model to implement each modeling procedure of
our concept framework. Specifically, we split the users’ grouping
and consumption behaviors into multiple evolutionary periods
respectively. During each period, we associate each group with
a vector of latent group norms and each user with a vector of
latent individual preferences. Then, we predict the user–item
interaction matrix (i.e., consumption behavior), using the latent
individual preference vector revised by group influence, and the
user-group interaction matrix (i.e., grouping behavior), using the
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atent individual preference and latent group norm vectors. As
ime progresses, because both latent factors are time-dependent,
e can model the evolution of individual preferences and group
orms by adjusting their latent factors, according to the group
nfluence theory that governs these interactions. Finally, we de-
igned a joint optimization function to combine the correlation
etween grouping behavior and consumption behavior for better
verall prediction accuracy.
The contributions of this work are three-fold.
(1) We propose a CEP model to learn the collaborative evolu-

ion of the users’ grouping and consumption behavior in OSNs,
y modeling the dynamic bidirectional influence between in-
ividual preferences and group norms. This work not only ex-
lores the internal principle but also verifies the effectiveness,
hich is significant for social network analysis and real-world
pplications.
(2) We demonstrate the effectiveness of CEP as a social net-

ork analysis method, as the model performs well on four di-
ensions that is used to evaluate the capability of social network
nalysis method [22]. The first is information fusion, we jointly
xploit two kinds of temporal behavior data, i.e., users’ social and
onsumption behaviors. The second is pattern discovery, the CEP
odel realizes jointly prediction on two behaviors in dynamic
SNs, on the basis of inter-influence between users and groups.
he third is scalability, when time information or one kind of
ehavior data is not available, the CEP model is easily adapted.
he four is visualization, by analyzing explainable parameters of
EP model, the evolution characteristics of individual preferences
nd group norms can be presented.
(3) We validate the CEP model through a real-world dataset

ased on the DeviantArt1 website, including 7358 users’ grouping
ecords amongst 1012 groups and their consumption records
mongst 6188 artworks in one year. First, user-defined param-
ters of the proposed CEP model have been systemically investi-
ated to obtain a reasonable combination of parameter settings.
ased on the best combination of user-defined parameters, the
xperimental results show the effectiveness of the CEP model
n dynamically predicting the users’ grouping and consumption
ehaviors. At the same time, the experimental results on different
ecommended list lengths, latent feature numbers, and time pe-
iods show the robustness of the CEP model. Furthermore, based
n three easily explainable and interpretable parameters of our
EP model, we can not only identify the susceptible users who
re sensitive to the social influence, but also know the group
volution characteristics at different development stages.
The rest of this paper is organized as follows. Section 2 reviews

he relevant social theories and modeling methods. Section 3
resents an overview of our conceptual framework and details
he modeling process. Section 4 focuses on performing experi-
ents and analyzing the results. Section 5 summarizes our study
nd proposes directions for future work.

. Literature review

We first summarize social theories related to group influence
nd users’ grouping and consumption behaviors. As these two
ypes of behavior correspond to two research problems — social
ink prediction and consumption behavior prediction, we then
eview the literature on two issues. Finally, as we aim to present
joint prediction model, we review the literature on jointly
odeling users’ social and consumption behaviors.

1 https://www.deviantart.com/
3

2.1. Theoretical background

As the most ‘‘groupish’’ animals on the planet, humans have an
innate affinity for groups [30]. In the context of OSNs, people’s
groupish proclivity strengthens because of the communicative
convenience brought about by online social groups. Once a user
joins a group, such affiliations can strongly and pervasively influ-
ence the user’s decisions and behavior, through a process referred
to as ‘‘group influence [4]’’. Many studies have provided insights
into group influence on individual consumption behavior by an-
alyzing the influence mechanism [6,32]. These studies typically
argue that the most critical characteristic necessary to capture
group influences on product consumption is the strength of group
norms [33]. The group norm refers to unified standards that
describe and prescribe which behaviors should and should not be
performed in a given context [7]. With respect to consumption
decisions, group norms are vital to determining product rele-
vance, and can serve as ‘‘manuals of ‘how to consume [34]’’’.
Specifically, the group norm can revise the members’ consump-
tion preferences, and further suggest what products they should
purchase [35]. Abstract group norms can be inferred from the
members’ overt behavior or from their expressed preferences [8].

However, one difficulty in assessing group norms is that group
influence is dynamic. On the one hand, the group norm is defined
and renegotiated over time, and conflicts can merge as individual
members violate the norm [5]. For example, when absorbing new
members with a different preference, the group generally, and
automatically, updates its norms to satisfy the new members. On
the other hand, several reports have verified that the strength of
group norms perceived by one member might dynamically vary
as the member spends more time within the group [6,36]. Thus,
the dynamic group influence exerted by a group on a particular
member at a particular time includes both the group norm and
its strength, as perceived by the member at that time.

The above analysis demonstrates how a group dynamically
influences its members’ preferences and consumption behavior.
Next, we explore the reverse, namely how changes in individual
preferences affect the users’ grouping behavior. Research on hu-
man sociality, particularly research that studies group formation,
has already noted that people tend to form groups if they have
similar preferences or characteristics [37]. The phenomenon –
by which socially proximate individuals tend to share similar
characteristics, including those that are unobserved or latent –
is referred to as homophily [38]. The homophily effect plays an
important role in understanding users’ social behavior. Before a
user enters a group, they perform self-categorization according
to personal characteristics or individual preferences [39]. If the
user’s individual preference is similar to a group’s norm, they
tend to join the group. Apart from the homophily effect possibly
influencing the customers’ grouping behavior, sociologists have
demonstrated that friends can change an individual social behav-
ior [40]. Particularly, friends can serve as active connectors who
introduce a user to their own social groups [41]. Furthermore,
one’s probability of joining a group depends on whether they
have friends within the group [42]. The current study regards this
motivation from friends within a group as the friend effect.

In OSNs, grouping behavior is a voluntary and conscious choice
that is made according to the users’ interests or preferences [43].
When users’ individual preferences change with time, their corre-
sponding grouping behavior also changes [35]. On the one hand,
users would again find groups whose norm is similar to their
new preference. One way is that users will again search for and
find groups whose norms are similar to their new preference.
However, the strength of the pressure from friends with dif-
ferent preferences can have differential effects. If a user’s new
preference and his/her friend’s preference are similar, the friend

https://www.deviantart.com/
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ffect becomes highly effective in modifying the user’s grouping
ehavior.
Therefore, prior theoretical research has provided significant

nsights into the mutual influence between the users’ group-
ng and consumption behaviors. Specifically, once a user joins
group, the group begins to influence this user’s individual

reference and consumption behavior through its group norms.
he effects of group influence on users are dynamic, and depend
n the strength of the group norm as perceived by its users.
onversely, individual preferences influence the users’ grouping
ehavior by working on two motivations: namely, homophily and
riend effects. Lastly, as group norms and individual preferences
re dynamically changing, grouping and consumption behaviors
re co-evolutionary.

.2. Social link prediction

Social link prediction refers to attempts at predicting potential
ew social connections in the near future based on partially
bserved connections in a social network [21], which can as-
ist people in finding new friends [44] and social groups [45].
s a key application of the social network analysis, traditional
ocial link prediction approaches are based on similarity-based
lgorithms [22], such as node-based proximity or topology-based
imilarity, given a social network graph [21,46]. The similar-
ty of two nodes can be inferred through their shared neigh-
ors [46], path length [47] and the transition probability between
hem [48]. In recent years, various studies have utilized additional
nformation to improve the performance of social link prediction
odels [9]. For example, Tang et al. [25] incorporated users’
onsumption records to predict whom users would trust in the
uture. Similarly, Beigi et al. [5] considered emotional impact
hen performing trust prediction. Additionally, owing to the fact
hat social networks are dynamic, researchers have leveraged
emporal information in their social link prediction models, by
nalyzing the evolution patterns of social networks [12,15,49].
n intuitive and effective approach is to collapse multiple time-
liced linked data into a single matrix with weighted averaging,
nd then, apply static link prediction models [12]. Wu et al. [15]
roposed an adaptively time series forecasting method to predict
he future similarity between each node pair by using the Markov
hain to represent the importance values of all nodes.
Unlike the above methods, multiple graph embedding models

ave emerged in recent years [50,51]. These models aim at learn-
ng the low-latent representations of nodes using the principle of
reserving topological information. Most of them not only model
he first-order connections but also consider the higher-order
roximity. Study [52] proposed a novel knowledge graph embed-
ing model to better learn the head and tail entity embeddings
y defining each relation as a composition relation, including the
ntity translation and a diagonal projection matrix.
Nowadays, with the development of deep learning, a handful

f deep learning-based models have been used to address the
ink prediction problem. For example, Wang et al. [53] utilized
n autoencoder to preserve the topology information, which can
e deemed as a deep neural network-based group embedding
ethod. Later on, Liao et al. [14] leveraged the advantages of
eep networks and social network embedding, which preserved
oth the structural proximity and attribute proximity in a social
etwork.

.3. Consumption behavior prediction

Users’ consumption behavior prediction refers to attempts at
ecommending desired products to the users. Collaborative filter-
ng has been widely used to produce personalized recommenda-

ion of items [54], wherein the latent factor model has exhibited

4

considerable success [17,55]. Traditional collaborative filtering
profiles an individual’s preferences by identifying like-minded
users with similar historical consumption behaviors. Specifically,
it assumes that users with similar historical preferences are
likely to have the same preferences in the future [17,23]. Among
the various collaborative filtering techniques, matrix factoriza-
tion [17] plays the central role, projecting users and items into
a shared latent space, using the latent feature vector to represent
users or items. Then, a user’s interaction with an item is modeled
as the inner products of their feature vectors. Although this
method has experienced some success, when interaction records
are sparse, the performance of matrix factorization suffers dra-
matically. Therefore, Mnih et al. [56] proposed the probabilistic
matrix factorization (PMF) method, which models the predictive
error of matrix factorization as a Gaussian distribution. The gra-
dient descent algorithm is used to determine the local maxima
of the posterior probability over the user and item latent vectors.
The PMF method scales linearly with the number of transaction
records, and more importantly, performs well on large, sparse
datasets.

Users are likely to be influenced by their social relations when
making consumption decisions [33]. Thus, researchers have at-
tempted to incorporate additional information about these social
relations, to mitigate problems of data sparsity and improve the
performance of consumption prediction [16,26,27,57]. For exam-
ple, Ma et al. [16] represented social relations as relationship
matrix that was factorized with the user–item interaction matrix
simultaneously. Additionally, friendship and group membership
information [11] and social contextual information [57] were
considered together to improve the consumption prediction accu-
racy. Besides, the random walk method also be used to combine
the knowledge of a trust network among users [58].

With the popularity of deep learning in recent years, sev-
eral deep learning-based methods have been developed to pre-
dict consumption behavior [59,60]. He et al. [19] built a neural
network-based method of collaborative filtering (NCF), which
passed the latent factor vectors of users and items in matrix
factorization through the embedding layer of a neural network
to improve modeling. Recently, the graph convolutional network
(GCN) has shown a promising ability on consumption behavior
prediction, by treating users and items as nodes on a user–
item network graph [61]. Inspired by GCN approaches, Wang
et al. [62] a neural graph collaborative filtering (NGCF) to capture
the higher-order collaborative signals between users and items
during the embedding learning process. Similarly, Wu et al. [26]
used a GCN to extract user embeddings, containing transitive
information from the social network for item recommendations.
He et al. [63] found that it was necessary to use all components of
the GCN when producing item recommendations, and proposed
a LightGCN method, which only includes the neighborhood ag-
gregation component for collaborative filtering and outperforms
both NCF and NGCF.

However, none of the above methods can capture the dy-
namics of users’ consumption behavior. Various researchers have
investigated time-dependent methods, such as using a tensor
factorization [64], session-based temporal graph model [18] to
capture past temporal patterns. Nevertheless, these methods do
not extrapolate future temporal dynamics, to estimate future
changes in individual preferences. Recently, research has begun
to model the evolution of individual preferences. For example,
Zhang et al. [65] proposed a temporal matrix factorization (TMF)
method, which could capture the temporal effect by incorporating
single time-invariant biases. Additionally, owing to the success
of recurrent neural networks on modeling sequence data, Wu
et al. [66] proposed a recurrent recommender network (RRN)

method to track the dynamic evolution of users and items, using
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long short-term memory (LSTM) autoregressive model. Sub-
equently, researchers constructed a neural network-based ten-
or factorization (NTF) model for predictive tasks on dynamic
elational data, which leveraged the LSTM to learn character-
ze the temporal evolution on relational data and incorporated
he multi-layer perceptron structure to learn features of latent
actors [67].

.4. Joint modeling

To date, a few researchers have attempted to jointly model
ocial link prediction and item recommendation, for example, the
actor-based random walk model [27] and the neural-based joint
rediction model [29] were devised to simultaneously predict
riend connections and consumption preference. The key idea of
hese studies was to define a static user’s latent factor, which was
hared by the social link prediction and item recommendation.
nfortunately, this static setup fails to highlight the dynamic
rocess of the users’ friend links and item consumption. Wu
t al. [28] proposed a dynamic model to realize friend link predic-
ion and item recommendation from an evolutional perspective,
ut our research differs from their work in numerous ways.
irstly, the research problems are different. The focus of our
esearch is the dynamic interaction between users and groups
n OSNs, while Wu et al. [28] investigated the dynamic interplay
mongst users. To the best of our knowledge, our work is the first
o jointly model the evolutionary process of grouping behavior
nd consumption behavior in OSNs. Second, the modeling pro-
esses that were used in the studies are different. Our focus on the
ocial network including groups is heterogeneous, compared with
he users’ social friend network. Additionally, the mechanism of
roup influence is more complicated than the social influence
rom friends [4].

. CEP model

This section provides details about the construction of the
EP model. First, we define the collaborative evolution prob-
em, and present the conceptual framework. Then, we introduce
he modeling process to implement our conceptual framework.
inally, we present the parameter learning algorithm and predic-
ion method for users’ consumption and grouping behaviors.

.1. Conceptual framework

Suppose that N users, M products and J groups exist in an
SNs, where users can join groups and consume products at any
eriod t, t = 1, . . . , T. We encode users’ grouping and consumption
ehaviors in two three-dimensional tensors respectively, called
rouping tensor A ∈ RN×J×T and consumption tensor C ∈
N×M×T , whose element is a binary indicator. In detail, At

ap = 1
if user a joins group p at period t and 0 otherwise. Similarly,
C t
ai = 1 if user a buys product i at time t, otherwise, it is 0. To

avoid confusion, we use a, b, c and d to represent users; p, q to
denote groups; i, j to signify products. Given the grouping tensor
A and consumption tensor C from time 1 to T, our goals for this
work are twofold:

(1) To model the evolution of user a’s individual preference
and group p’s norm from period 1 to T

(2) To predict the probabilities of user a consuming product i
and joining group q at period T+1

Fig. 2 illustrates the conceptual framework of our CEP model,
including theoretical constructs and their corresponding nota-
tions. For ease of explanation, we list the main notations and the
corresponding descriptions in Table 1.
5

In line with the theoretical analysis presented above, user a’s
grouping behavior at time t − 1 (joined group p) triggers the
influence of group p on user a’s individual preference at time
T (U t

a) through group p’s norm (Gt−1
p ). The effectiveness of this

influence is determined by user a’s perceived strength on group
p’s norm at time T (I tpa).

Owing to the influence of group p, user a’s individual prefer-
ence evolves from time t − 1 to time t (i.e., U t−1

a changes into
U t
a). Meanwhile, the group norm that represents the common

preference among members will change when the preferences of
that group’s members’ change [7] (i.e., the solid arrow from U t

a
to Gt

p), such that group p’s norm also evolves from time t − 1 to
time t (i.e., Gt−1

p changes into Gt
p).

Subsequently, driven by the current individual preference (U t
a),

user a would want to consume product i (C t
ai) and join group q

(At
aq). Particularly, user a’s grouping behavior would be driven

by two motivations: the homophily effect [38] (Dt
H_aq) and friend

effect [41] (Dt
F_aq). On the one hand, user a wants to join group q

at time t, owing to the fact that group q’s norm is consistent with
user a’s individual preference at time t (large Dt

H_aq means high
consistent). On the other hand, user a’s friends who are in group
q attract user a to join group q at time t (large Dt

F_aq indicates high
attraction).

3.2. Modeling process

Following the conceptual framework of our CEP model in
Fig. 2, this section initially models the collaborative evolutions
of group’s latent norm vector Gt

p and user’s latent preference
vector U t

a . These two variables are then employed to predict the
next-period consumption and grouping behaviors. To realize our
CEP model, we use the temporal probabilistic matrix factorization
algorithm. The key idea is at each time period (t), we map the
latent vectors of users (U t

a), groups (Gt
p) and products (Vi) to a

same low-rank latent feature space, such that the consumption
behavior (C t

ai) and grouping behavior (At
aq) at that moment can be

modeled as inner products in that space. The latent self-concept
vector U t

a is shared over these two kinds of behaviors.

3.2.1. Modeling evolution of group norms
The group norms inherently evolve and are explicitly un-

observable, in which we use a latent vector Gt
p ∈ RD×1 to

denote group p’s norm at time t, a latent matrix Gt
∈ RJ×D

to indicate all groups’ norms in period t, and a latent tensor
G =

[
G1, . . . ,Gt , . . . ,GT

]
(G ∈ RT×J×D) to express all groups’

norms at different periods. D is the number of latent features,
J is the number of groups, and T is the amount of time pe-
riods. Similarly, we use a latent vector U t

a ∈ RD×1 to denote
user a’s preference in period t, a latent matrix U t

∈ RN×D to
ndicate all users’ preferences in period t, and a latent tensor

=
[
U1, . . . ,U t , . . . ,UT

]
(U ∈ RT×N×D) to express the individual

references of all users at various time periods.
To capture the time-dependency between Gt−1

p and Gt
p, we

odel the evolutionary pattern of group norms as a combination
f two parts, namely, the previous group norm Gt−1

p and the
eighted preferences of all current group members

∑
a∈Nt

p
F t
apU

t
a .

F t
ap, indicating the weight of member a contributing to p’s norm at
period t. N t

p is the number of current members in group p at time
. In our work, we simply set F t

ap =
1

|Nt
p|
, which means that group

members have equal contribution on group p’s norm at time t.
This naïve influence weight is widely explored in many studies
on social networks [68].

Therefore, we model group p’s norms at period t as

p
(
Gt )

= N

(
Gt

|G
t
, σ 2I

)
,
p p p G
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ey constructs, notations and notation descriptions.

Constructs Notations Notation descriptions

Statistics N, M, J, T The number of users, products, groups, and time period, respectively
Individual preference U t

a User a’s latent preference vector at time period t
Group norm Gt

p Group p’s latent norm vector at time period t
product property Vi Product i’s latent feature vector
Perceived strength I tpa At time period t, user a’s perceived strength of group p’s norm
Group influence Et

pa At time period t, user a’s perceived influence from group p equals to the product of Gt
p and I tpa

Homophily effect Dt
H_aq At time period t, the homophily degree between user a and group q

Friend effect Dt
F_aq At time period t, user a’s perceived influence from the friends in group q

Consumption behavior C t
ai The probability of user a consuming product i at time period t, C t

ai ∈ RN×M×T

Grouping behavior At
aq The probability of user a joining group q at time period t, At

aq ∈ RN×J×T
Fig. 2. Conceptual framework of CEP model.
o

E

s

here G
t
p =

(
1 − γp

)
G(t−1)
p + γp

∑
a∈Nt

p

F t
apU

t
a, (1)

s.t.∀p ∈ G, ∀a ∈ U, 0 ≤ γp ≤ 1.

In Eq. (1), we model the group norm Gt
p by a Gaussian distri-

ution with mean G
t
p and variance σ 2

G I . Variable γp is a group-
specific parameter, which denotes the degree of the norms’ evo-
lution. A large γp indicates that group p is unstable and labile. This
parameter is generally related to the group scale.

Consistent with the setting of previous studies [28,56], we
place a zero-means Gaussian prior on the group norm at initial
period:

p
(
G1
p

)
= N

(
G1
p|0, σ

2
G1I

)
. (2)

Therefore, all groups’ norms in various periods G =
[
G1, . . . ,

Gt , . . . ,GT
]
are modeled as follows:

p
(
G|σ 2

G , σ 2
G1

)
=

J∏
p=1

N
(
G1
p|0, σ

2
G1I

) T∏
t=2

N

(
Gt
p|G

t
p, σ

2
G I

)
. (3)

.2.2. Modeling evolution of individual preference
Groups exert influence on users by altering their individual

references [35]. Similar with the modeling pattern of group
orms, we model a user’s preference in period t as a function
6

f two aspects: the user’s preference at period t − 1 and the
perceived group influence at period t. First, we measure the group
influence before modeling the evolution of individual preferences.
As shown in Fig. 2, group influence Et

pa can be measured as the
multiplication of group p’s norms at period t − 1 (Gt−1

p ) and user
a’s perceived strength of group p’s norms at period t (I tpa):
t
pa = I tpaG

t−1
p ,

.t. ∀a ∈ U, ∀p ∈ G. (4)

In Eq. (4), perceived strength I tpa indicates that a group would
exert varying influence effectiveness on its members, in which
a user would perceive varying influences from different groups.
Quantifying I tpa is generally a significant and challenging task
because the detailed interaction processes and content among
group members are rarely available in the context of online social
groups. An operable alternative is measuring the similarity of the
consumption behaviors between users and groups, that is com-
puting the same consumed products at a period. This alternative
method is consistent with the empirical literature on the strength
of relationships [69,70].

The equation to calculate group p’s influence strength on
member a is as follows:

I tpa =
2 × Rt

pa
t . (5)
Np − 1
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here Rt
pa =

∑
c∈N(t−1)

p ∩c ̸=a

s(t−1)
a,c

s(t−1)
a + s(t−1)

c − s(t−1)
a,c

. (6)

where Rt
pa is the non-standardized influence strength perceived

by user a from group p at time t and N t
p is the number of members

in group p at period t. s(t−1)
a (s(t−1)

c ) indicates the number of
products purchased by user a (c) at period t − 1, and s(t−1)

a,c is the
number of products consumed by a and c at period t − 1.

We then explicitly model user a’s individual preference at
period t = 2, 3, . . ., T by Eq. (7).

p
(
U t
a

)
= N

(
U t
a|U

t
a, σ

2
U I

)
,

here U
t
a = (1 − αa)U (t−1)

a + αa

∑
p∈N(t−1)

a

Et
pa

= (1 − αa)U (t−1)
a + αa

⎛⎜⎝ ∑
p∈N(t−1)

a

I tpaG
(t−1)
p

⎞⎟⎠ , (7)

s.t. ∀a ∈ U, ∀p ∈ G, 0 ≤ αa ≤ 1.

In Eq. (7), U t
a is assumed to follow a Gaussian distribution with

mean U
t
a and variance σ 2

U I. N
(t−1)
a is the set of affiliated groups of

user a at period t−1. αa is a user-specific susceptibility parameter,
which indicates the extent to which the user a is subject to group
nfluence in the individual preference. A large αa means that user
a in general values and accepts the suggestions of groups.

Similarly, a zero-mean Gaussian prior is designed to model
individual preferences at the initial period, and all users’ prefer-
ences in different periods are modeled as follows:

p
(
U |σ 2

U , σ 2
U1

)
=

N∏
a=1

N
(
U1
a |0, σ 2

U1I
) T∏

t=2

N

(
U t
a|U

t
a, σ

2
U I

)
. (8)

3.2.3. Predicting grouping behavior
As shown in Fig. 2, the homophily effect Dt

F_aq and friend
ffect Dt

H_aq are two intentions of users’ grouping behaviors. The
iteratures suggest that individuals establish links based on pref-
rences for connecting with similar others [71]. Therefore, a user
robably joins groups that include her close friends or homoge-
eously match his/her preference. According to the measurement
f homophily in most collaborative filtering models, we use the
roduct of latent preference vector U t

a and latent norm vector
(t−1)
q to calculate the homophily between user a and group q at

time t, i.e., Dt
H_aq.

To calculate the friend effect Dt
F_aq, we assume that users

prefer to join groups that include her close friends [42]. We
calculate the friend effect of user a by computing preference
similarities between the user and her friends within group q, that
s, U t

a
∑Ntop

b∈N(t−1)
q

U (t−1)
b . Variable b is the friend of a belonging to

roup q, N (t−1)
q is the member set of group q at time t − 1, and

top is the number of user a’s closest friends in group q.
With the homophily effect Dt

H_aq and friend effect Dt
F_aq, the

robability of user a joining group q at time t can be modeled as
ollows:

A
t
aq = (1 − βa)Dt

H_aq +
βa⏐⏐Ntop

⏐⏐Dt
F_aq

= (1 − βa)U t
aG

(t−1)
q +

βa⏐⏐Ntop
⏐⏐U t

a

Ntop∑
b∈N(t−1)

q

U (t−1)
b , (9)

.t. ∀a ∈ U, ∀q ∈ G, 0 ≤ βa ≤ 1.
7

where βa is a user-specific balance parameter, which indicates the
influence degree of homophily and friend effects on the grouping
behavior. At the initial period, groups have no members, and
the homophily effect is the only determinant factor for grouping
behavior.

A
1
aq =

⟨
U1
a ,G1

q

⟩
. (10)

Given the predicted grouping probability in Eq. (9), the likeli-
hood of users’ grouping behaviors could be expressed as follows:

p (A|U,G) =

T∏
t=1

N∏
a=1

J∏
q=1

N

[(
At
aq|A

t
aq, σ

2
A I

)]Y t
aq

. (11)

here At
aq follows a Gaussian distribution with mean A

t
aq and

ariance σ 2
A I, and Y t

aq is an indicator tensor that equals 1 if user a
oins group q at period t.

.2.4. Predicting consumption behavior
With user’s individual preference vector U t

a , we can predict
sers’ consumption behaviors. According to the collaborative fil-
ering methods [17,28], the consumption probability of user a for
roduct i at time t is modeled as follows:

(C |U, V ) =

T∏
t=1

N∏
a=1

M∏
i=1

N
[(
C t
ai|

⟨
U t
a, Vi

⟩
, σ 2

C I
)]Y t

ai . (12)

here Y t
ai is an indicator tensor that equals 1 if user a purchases

roduct i at period t, Vi ∈ RD×1 is the latent factor of the products
n latent feature space V ∈ RM×D, ⟨⟩ denotes the inner product
f individual preference and product feature vectors. We add a
ero-mean Gaussian prior to the product latent feature according
o the traditional matrix factorization models [56]:

(
V |σ 2

V

)
=

M∏
i=1

N
[(
Vi|0, σ 2

V I
)]

. (13)

3.3. Model learning and prediction

We summarize the graphical representation of the proposed
model in Fig. 3, where the achromatic and chromatic variables in-
dicate the observed and latent variables, respectively. Specifically,
in Fig. 3, given the users’ consumption and grouping behaviors
from period t = 1 to T , we can acquire the following parts from
the CEP model: the latent product feature (i.e. orange variance
Vi), the evolution pattern of user a’s latent individual preference
from period t = 1 to T (i.e. U1

a to UT
a in blue sequence), the

volution pattern of group p’s latent group norm from t = 1 to T
i.e. G1

p to GT
p in green sequence) and the personalized parameters

of the user and group (i.e. red variances αa, βa, and γp). On the
basis of these settings, we can infer user a’s individual preferences
at period T+1 (UT+1

a ) and further predict user a’s grouping and
onsumption behaviors. We calculate the grouping probability
T+1
aq on the basis of the homophily effect (DT+1

H_aq
in the dotted

vertical box) and friend effect (DT+1
F_aq in the dotted horizontal box).

Given the sequence of consumption matrix C and grouping
matrix sequence A, we aim to study the parameter set Φ =

U,G, V , α, β, γ ], where α = [αa]Na=1, β = [βa]Na=1, and γ =[
γp

]J
p=1. Specifically, we have the posterior distribution over the

parameters Φ as follows:

p (U,G, V , α, β, γ |C, A) ∝ p (C |U, V ) × p (A|G,U, β)

× p (U |α) × p (G|γ ) × p (V ) . (14)
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Maximizing the log posterior of the above equation is equiva-
ent to minimizing the following pointwise loss:

min
Φ

ε (Φ) =
1
2

T∑
t=1

N∑
a=1

M∑
i=1

Y t
ai

[
C t
ai − C

t
ai

]2

+
λA

2

T∑
t=1

N∑
a=1

J∑
q=1

Y t
ap

[
At
aq − A

t
aq

]2
+

λG1

2

J∑
p=1

G1
p

2
F

+
λG

2

T∑
t=2

J∑
p=1

Gt
p − G

t
p

2

F
+

λU1

2

N∑
a=1

U1
a

2
F

+
λU

2

T∑
t=2

N∑
a=1

U t
a − U

t
a

2

F
+

λV

2

M∑
i=1

∥Vi∥
2
F ,

s.t. ∀a ∈ U, ∀p, q ∈ G, ∀i ∈ V , (15)

where λA =
σ2
C

σ2
A
, λG1 =

σ2
C

σ2
G1

, λG =
σ2
C

σ2
G
, λU1 =

σ2
C

σ2
U1

, λU =
σ2
C

σ2
U
, λV =

σ2
C

σ2
V
.
Variable λA is a trade-off coefficient between the consumption

and the grouping prediction losses, and λU (λG) is a coefficient
easuring how individual preferences (group norms) changes
ver time. λU1 and λG1 are regularization parameters for latent
ndividual preference and latent group norm at initial period t =

. λV is the regularization parameter of the latent product feature.
The coupling between U, G, V and the balance parameters

α, β, γ ) does not make a convex objective function in Eq. (15).
n practice, a local minimum could be achieved by iteratively
erforming gradient descent on each parameter. Specifically, the
8

erivative of each parameter is as follows:

U t
a

=

M∑
i=1

Y t
ai(C

t
ai − C t

ai)Vi + I [t = 1] λU1U1
a

I [t ≥ 2] λU (U
t
a − U t

a)

+I [t < T ] λU (1 − αa)(U
(t+1)
a − U (t+1)

a )

I [t ≥ 2] λG

∑
p∈Nt

a

γpF t
pa(G

t
p − Gt

p)

I [t = 1] λA

J∑
q=1

Y 1
aq(A

1
aq − A1

aq)G
1
q

+I [t ≥ 2] λA (1 − βa)

J∑
q=1

Y t
aq(A

t
aq − At

aq)G
(t−1)
q

+I [t ≥ 2] λA
βa⏐⏐Ntop

⏐⏐ Ntop∑
b∈Nt

q

Y t
aq(A

t
aq − At

aq)U
(t−1)
b .

(16)

Gtp = I [t = 1] λA

N∑
a=1

Y 1
ap(A

1
ap − A1

ap)U
1
a

+I [t < T ] λA

N∑
a=1

Y (t+1)
ap (1 − βa) (A

(t+1)
ap − A(t+1)

ap )U (t+1)
a

I [t = 1] λG1G1
p + I [t ≥ 2] λG(G

t
p − Gt

p)

+I [t < T ] λG(1 − γp)(G
(t+1)
p − G(t+1)

p )

+I [t < T ] λU

∑
a∈N(t+1)

p

αaI (t+1)
ap (U

(t+1)
a − U (t+1)

a ).

(17)

∇Vi =

T∑ N∑
Y t
ai(C

t
ai − C t

ai)U
t
ai + λVVi. (18)
t=1 a=1
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w
e

w
(
γ
d
β

s
γ

α

N

αa = λU

T∑
t=2

(U
t
a − U t

a)

⎛⎜⎝ ∑
p∈N(t−1)

a

I tpaG
(t−1)
p − U (t−1)

a

⎞⎟⎠ . (19)

∇βa = λA

T∑
t=2

J∑
q=1

Y t
aq(A

t
aq − At

aq)

⎛⎜⎝ U t
a

Ntop

Ntop∑
b∈N(t−1)

p

U (t−1)
b − U t

aG
(t−1)
q

⎞⎟⎠ .

(20)

∇γp = λG

T∑
t=2

(G
t
p − Gt

p)

⎛⎝∑
a∈Nt

p

F t
apU

t
a − G(t−1)

p

⎞⎠ . (21)

here I[x] is an indicator function that equals 1 if x is true and
quals 0 otherwise.
In the updating step, no constraints exist on U, G and V, thus

e can directly update them using the stochastic gradient descent
SGD) approach [72]. With the bound constraints of αa, βa and
p, a local minimum can be found using the projected gradient
escent (PGD) method [28]. In particular, for each αa ∈ [0, 1],
a ∈ [0, 1], and γp ∈ [0, 1], the PGD method updates the current
olutions αh

a , β
h
a , and γ h

p in the hth iteration to α
(h+1)
a , β (h+1)

a and
(h+1)
p by the following rules:

(h+1)
a = P

[
αh
a − η∇αa

]
, P(αa) =

⎧⎪⎨⎪⎩
αa if 0 ≤ αa ≤ 1,

0 if αa < 0,

1 if αa > 1.

(22)

β (h+1)
a = P

[
βh
a − η∇βa

]
, P(βa) =

⎧⎪⎨⎪⎩
βa if 0 ≤ βa ≤ 1,

0 if βa < 0,

1 if βa > 1.

(23)

γ (h+1)
p = P

[
γ h
p − η∇γp

]
, P(γp) =

⎧⎪⎨⎪⎩
γp if 0 ≤ γp ≤ 1,

0 if γp < 0,

1 if γp > 1.

. (24)

After acquiring the related parameters Φ = [U,G, V , α, β, γ ],
the two goals in the problem definition process can be answered:
(1) the relative contribution of grouping behavior to the evolution
process of each user’s individual preference, and (2) the predicted
consumption and grouping behaviors at T+1 given by:

U (T+1)
a ≈ (1 − αa)UT

a + αa

∑
p∈NT

a

I (T+1)
pa GT

p . (25)

A
(T+1)
aq = (1 − βa)U (T+1)

a GT
p +

βa⏐⏐Ntop
⏐⏐U (T+1)

a

Ntop∑
b∈NT

q

UT
b . (26)

C
(T+1)
ai = U (T+1)

a × Vi ≈

⎡⎣(1 − αa)UT
a + αa

∑
p∈NT

a

I(T+1)
pa GT

p .

⎤⎦ × Vi.

(27)

We obtain a probabilistic value for a user’s grouping behavior
on the basis of the homophily and friend effects by using Eq. (26).
The predicted consumption probability of Eq. (27) captures the
group influence on the user’s preference when such user belongs
to the groups.

Appendix A presents the pseudo code of our CEP model. The
time complexity of the proposed CEP model lies in computing
the latent representations of each user, group, and product and
the balance parameters. We suppose that c_pos non-empty con-
sumption records exist in consumption tensor C and that a_pos
link records exist in grouping tensor A (c_pos ≪ N ×M, a_pos ≪

× J). Then, the average consumption and grouping records
9

of a user at each period are tc_pos =
c_pos
N×T and ta_pos =

a_pos
N×T ,

respectively. In each iteration, the time complexity is computed
as O

(
N × T × D ×

(
tc_pos + ta_pos

))
= O (D × (c_pos + a_pos)) for

U, O (D × c_pos) for V, O
(
J × T × D ×

a_pos
J×T

)
= O (D × a_pos) for

G and O (c_pos + a_pos) for the balance parameters. Therefore,
the total complexity in each iteration is O (D × (c_pos + a_pos)),
which is linear with the records at the period. Besides above
theoretical analysis, we explore the computational complexity of
our CEP model in Appendix B to further verify its practicability.

4. Experiments

This section implements the proposed CEP model on real-
world data from DeviantArt. Firstly, Section 4.1 introduces the
dataset and descriptive statistics. Next, Section 4.2 presents the
evaluation protocols of our experiments. Especially, we use the
orthogonal experimental design method to analysis the robust-
ness of our CEP model and obtain the best combination of user-
defined parameter settings. Then, Section 4.3 thoroughly evalu-
ates the performance of the CEP model. Last, Section 4.4 analyzes
the evolution of group norms and individual preferences.

4.1. Descriptive statistics

Our data are collected from the DeviantArt website, the
world’s largest online art community with over 60 million unique
monthly visitors and 30 million registered users. In DeviantArt,
art appreciators interact with arts by favouriting artworks or
by commenting on artworks. The groups in DeviantArt are self-
organized associations of users with consistent interests. Users
are free to join any groups. DeviantArt records the time when
users favor an artwork and join a group. Therefore, the data
offer us opportunities to capture the interactions amongst users,
groups and products over time.

Our experiment was conducted from May 1, 2017 to April 30,
2018. We adopt the universal but effective approach, which col-
lapses the entire data into several discrete time intervals [10,73],
to capture the time-varying nature of individual preferences and
group norms. We divide the 12-month time span into 12 equal
intervals. We use the data of the first 11 months for training and
those of the last month for testing. We filter the grouping and
consumption data to ensure each user is recorded to have joined
at least two groups. Moreover, each group has at least two mem-
bers, and every user has at least two artwork interaction records.
Table 2 shows the statistics and sparsity of the DeviantArt dataset
after data pre-processing.

Since the grouping and consumption data are limited to
positive-only feedback, We adopt a uniform sampling method,
which are used to solve the one-class problem of implicit feed-
back and have shown relatively high performance [19,28,29].
Someone may argue that we can use more advanced sampling
strategies for sampling the negative samples. We agree that
these non-uniform sampling techniques might further improve
the performance of our CEP model. For example, the self-paced
ensemble method [74], the adaptive ensemble method [75], and
the weight-based method [76]. As the focus of this paper is the
evolution design on users’ two behaviors under any sampling
techniques, we take the uniform random sampling as a solution,
and leave how to design better evolution model with different
sampling techniques as a future work.

To be specific, we randomly sample m times (we set the
default sample ratio m = 3) missing data as observed pseudo
negative records with a weight of 1/m at each iteration in the
learning process, and we reselect the pseudo negative samples in
each iteration. Considering that the sampling process is random,
and the negative samples change each time, each missing record
provides a considerably weak negative signal [28,29]. Appendix C
elaborates the influence of different sampling ratios on prediction
performances of grouping behavior and consumption behavior.
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tatistics of DeviantArt.
Element Size

Users 7,358
Groups 1012
Artworks 6188
Time periods 12
Training consumption behavior 46,391
Training grouping behavior 55,577
Test consumption behavior 7,765
Test grouping behavior 6,930
Consumption behavior density 0.102%
Grouping behavior density 0.746%

4.2. Evaluation protocols

The aim of our CEP model is to jointly predict users’ grouping
nd consumption behaviors, that is computing the probabilistic
core A(T+1)

aq (or C (T+1)
ai ) for each candidate group (or item) and

ubsequently rank these scores and choose the largest ones (up
o some threshold, e.g., top-K ) as putative interacted groups (or
tems). Since considering all groups (or products) as candidates is
oo time-consuming, we followed the common strategy [27] that
andomly samples 100 groups (or items) that are not interacted
y the user until the time period of the test dataset, ranking
he test groups (or items) among the 100 sampled groups (or
tems) and select the top-K groups (or items) as recommendation
esults.

.2.1. Evaluation metrics
In fact, as the one-class nature of implicit feedback, the predic-

ion task of our CEP model can be seen as a binary classification
roblem with imbalanced data [19]. In this scenario, the accuracy
etric does not well reflect the model performance, thus preci-
ion and recall are commonly used to evaluate the performance
n minority class [75]. Furthermore, as the harmonic mean of
recision and recall, the F1-score also been widely used in classi-
ication task [76]. To judge the top-K ranking quality, these three
etrics can be defined as follows:
(1) Pre@K also refers to as positive predictive value, indicating

that of all the positive predicted conditions, a proportion of that
is a true positive. By applying it to top-K recommendation, the
metric is defined as:

Pre@K =
nrel_list

K
,

where nrel_list is the number of correctly predicted products
(groups) in the ranking list. K is the length of the predicted
recommendation list. High precision means that an algorithm
performs well in placing truly consumed products (or truly joined
groups) in a top-K recommendation list regardless of their rank.

(2) Recall@K indicates that of all positive conditions, the pro-
portion of that is a true positive. In top-K recommendation, it is
defined as:

Recall@K =
Nlist_test

Ntest
,

where Nlist_test is the number of products (or groups) that appear
not only in the predicted recommendation list but also in the
testing dataset. Ntest is the number of related products (groups)
that a user really consumes (or joins) in the testing dataset. A
recall takes a global view on all products (or groups) and a high
recall indeed reflects users’ adoption to the recommendation list.

(3) F@K is an integrated metric with consideration of the
precision and recall of the recommendation results, defined as:

F@K =
2 × Prec@K × Recall@K
Prec@K + Recall@K

.
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4.2.2. Baseline methods
We compare our proposed CEP model with the following four

baseline methods, which can be classified into static and dynamic
models.

(1) PMF [56]: This model predicts users’ grouping or con-
sumption behavior by using corresponding behavioral informa-
tion from a static perspective.

(2) LightGCN [63]: This model is an advanced neural graph
based recommendation model, which only consider the
neighborhood aggregation component in GCN for collaborative
filtering. The experimental results show that this model not only
improve performance, but also is efficient.

(3) TMF [65]: This model is constructed on the basis of two
assumptions: time is represented by a series of consecutive time
periods, and a temporal dependence exists between two contigu-
ous user latent factors (i.e., U t

a and U (t−1)
a ). TMF captures temporal

effects by incorporating single time-invariant biases.
(4) NTF [67]: This model firstly uses the LSTM architecture to

learn dynamic interaction data, then uses the multi-layer percep-
tion structure to learn the latent feature vectors.

We also compare baselines with two variations derived from
CEP, namely, evolving grouping prediction (EAP) and evolving
consumption prediction (ECP), to further validate the effective-
ness of collaboratively modeling users’ two types of behavior with
CEP. EAP predicts users’ grouping behavior (i.e., removing the
first term in Eq. [15]), whereas ECP predicts users’ consumption
behavior (i.e. λA = 0 in Eq. [15]).

4.2.3. Parameter settings of baselines
We tune all parameters of the methods to the best values for a

fair comparison. The number of latent features is fixed to 15 for all
models, other parameters used in all methods on the experiments
are shown in Table 3.

4.2.4. Sensitivity analysis of user-defined parameters
In order to obtain the best performance for our CEP, its user-

defined parameters are worth investigating. The six input pa-
rameters in CEP mode are as follows: λA, λU , λU1, λG, λG1 and
V . Parameter λA is a trade-off parameter between grouping and
onsumption prediction losses. Parameter λU regularizes that the
sers’ latent individual preferences change over time, similarly,
G regularizes that the latent group norm varies with time. λU1
nd λG1 are the regularization parameters of the latent individual
reference vector and latent group norm vector at T = 1,
espectively. λV is the regularization parameter of the latent
roduct factor. Besides, learning rate (lr) remarkably influences
he prediction performance, which controls the training process
nd convergence speed. Hence, we need to determine the best
etting of above seven user-defined parameters for CEP model to
ake sure its excellent performance and robustness.
A common method to obtain reasonable values is through

he trial and error method, which is a time-consuming and ex-
ensive process. The orthogonal experimental design (OED) or
aguchi method [77], provides a mathematical tool called the
rthogonal arrays which allows the analysis of the relationships
etween a large number of user-defined parameters within the
mallest number of possible experiments [78]. For our CEP model,
here are seven parameters to analyze, considering the whole
ombinations among parameters is a burdensome work with an
nflated cost. Therefore, the OED method is used to acquire the
est combination of our CEP model. The number of levels for each
arameter is set as seven. A full-factorial analysis needs 77

=

23,543 experiments. By contrast, if we use the OED method,
n orthogonal array L49(77) that contains only 49 experiments is
nough to obtain reasonable values for CEP model. Appendix D
laborates the OED process and result analyses. Seven parameters
f CEP model are optimized by orthogonal designs and range
nalysis, and the best combination of parameters is obtained,
ummarized in Table 4.



L. Yang, Y. Liu, Y. Jiang et al. Knowledge-Based Systems 228 (2021) 107248

m
n

Table 3
Parameters of baselines.
Model Training parameter Best value for prediction

PMF Learning rate 0.001
Regularization parameter 0.01

LightGCN

Number of layers 1
Learning rate 0.001
Regularization parameter 0.01
Batch size 64

TMF
Learning rate 0.001
Regularization parameter 0.01
Regularization parameter of transition matrix 0.01

NTF

Number of hidden layers 3
Learning rate 0.001
Batch size 16
BN scale parameter 0.99
BN shift parameter 0.001
Table 4
The best combination of parameters for CEP model.
Model Training parameter Best value for prediction

CEP

Learning rate (lr) 0.01
Trade-off parameter between prediction losses (λA) 1
Regularization parameters of user evolution (λU ) 3
Regularization parameters of group evolution (λG) 0.1
Regularization parameters of users’ initial status (λU1) 0.01
Regularization parameters of groups’ initial status (λG1) 0.01
Regularization parameter of product feature (λV ) 0.01
1

4.3. Performance comparison

In this section, we would sequentially discuss the perfor-
ances of all models on two behavior predictions when the
umber of latent features (D) varies, when the time periods (T )

changes, and when the length of the recommendation lists (K )
varies.

4.3.1. Overall performance
We first compare predictive performances of the CEP model

against other methods under the best setting. Figs. 4 and 5 show
that under the setting of T = 11, the prediction results of the con-
sumption and grouping behaviors produced by each model with
respect to three evaluation metrics when the number of latent
features varies from 5 to 20 (i.e., D = [5, 10, 15, 20]). We only
show the predictive results when for the top five (i.e., K = 5) rec-
ommended projects due to the space constraints. The sensitivity
analysis of K is specified in the Section 4.3.3.

In Figs. 4 and 5, we can observe several results. Firstly, the
proposed CEP model shows the best prediction performance on
grouping and consumption behaviors amongst three metrics, out-
performing state-of-the-art methods, such as NTF and Light GCN.
Secondly, most models considering time information (i.e., CEP,
EAP, ECP, NTF) perform better than the static baselines without
temporal consideration (i.e., PMF and LightGCN). Such a result
proves that time information plays an important role in the pre-
diction of users’ behaviors. It is worth noting that the LigthGCN
outperforms TMF for grouping behavior prediction (when D =

15), showing the advantage of graph-based neighborhood aggre-
gation on learning latent feature factors. Thirdly, the CEP model
has a significantly better predictive power in grouping behaviors
than all baselines, followed by EAP. This result indicates that
leveraging the users’ consumption history is effective in grouping
prediction. Fig. 5 shows similar results for consumption behavior
prediction, that is, CEP outperforms all baselines, followed by
ECP. Such an outcome indicates the effectiveness of incorporating
the grouping information in the individual preference prediction.
Fourthly, the predicted results of CEP are better than EAP and ECP
11
on two predictive tasks, which indicates the benefit of collabora-
tive predictions. This result is obtained because users’ grouping
and consumption behaviors are correlative. The performances of
all models significantly improve from D = 5 to 15 with the
increase in the number of latent features but decrease when D
further increases (except for the Pre@5 of CEP model in Fig. 5).
The reason for this phenomenon is that additional local optima
will be generated as D excessively increases, leading to poor
performance [27]. Therefore, we set D = 15 in the following
experiments.

4.3.2. Rolling prediction
We further measure the rolling prediction performances us-

ing a moving window approach to verify the robustness of CEP
model. Specifically, the preceding time periods of time T (i.e., T =

to T -1) are used as a training set. Time T (i.e., T = 8, 9, 10, 11)
is used as the test set. We only compare the predictive results
generated by all models on the comprehensive evaluation metric
F@5 due to the space constraints, shown in Table 5.

The boldface and italic highlight the best and second-best per-
formers, respectively. With regard to the four testing windows of
grouping behavior prediction in Table 5(a), CEP always performs
best, followed by EAP. Similar results can be found in Table 5(b).
A conspicuous result shows that, when T = 10, the performance
of three methods (i.e., PMF, LightGCN, and TMF) do not further
improve and even decrease. This situation happens because users
or groups may significantly shift their preferences or norms at
time period T = 10 and consequently limit these models’ perfor-
mances. On the one hand, the static models (PMF and LightGCN)
cannot model the dynamic changes of users and groups. On the
other hand, the dynamic model TMF cannot accurately capture
the striking temporal changes by a single time-invariant biases.
Instead, our CEP model achieves the best performance by collab-
oratively modeling the evolution of user preference and group
norms.

4.3.3. Impact of the length of recommendation list (K)
This subsection discusses the effect of the length of recom-

mendation list (K ) on the CEP model’s performance.
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Fig. 4. Prediction of grouping behavior.
Fig. 5. Prediction of consumption behavior.
able 5
rediction performances of two behaviors on T (D = 15).
(a) F@5 of grouping behavior (b) F@5 of consumption behavior

Model T = 8 T = 9 T = 10 T = 11 Model T = 8 T = 9 T = 10 T = 11

PMF 0.104 0.104 0.102 0.105 PMF 0.047 0.051 0.048 0.051
LightGCN 0.126 0.127 0.126 0.128 LightGCN 0.059 0.060 0.060 0.062

TMF 0.126 0.126 0.125 0.128 TMF 0.061 0.063 0.063 0.064
NTF 0.133 0.134 0.134 0.135 NTF 0.066 0.067 0.067 0.067

EAP 0.139 0.140 0.141 0.143 ECP 0.065 0.067 0.067 0.070
CEP 0.142 0.143 0.145 0.148 CEP 0.068 0.070 0.071 0.074

(a) shows the F@5 of grouping behavior, (b) shows the F@5 of consumption behavior. The best performer is in boldface and the second best performer is in italic.
Fig. 6 draws the performance of the CEP model on grouping
and consumption behaviors, with the list length K ranging from
5 to 20. The CEP model outperforms all baseline methods for
all K, followed by two variants (EAP and ECP). The CEP model
achieves a more significant improvement in consumption predic-
tion, compared with the grouping prediction. The grouping data
are substantially denser than the consumption data (0.746% vs.
0.102% in Table 1). Thus, our CEP model can utilize dense group-
ing data to reduce the sparsity issue of consumption prediction
and produce better results.

4.4. Evolution analysis

In the proposed CEP model, we define two latent representa-
tions (i.e. U t

a and Gt
p) and three personalized parameters (i.e., αa,

βa, and γp) for users and groups. With these variables, we can
recognize the evolution patterns of group norms and individual
preferences. In this section, we perform the evolution analysis on
group norms and individual preferences in combination with the
three parameters.

4.4.1. Evolution results for group norms
As mentioned in Section 3.2.1, the evolution of a group’s norm

from t−1 to t (Gt
p) can be regarded as the integration of historical

status (Gt−1) and members’ latest preferences (
∑

t F t U t ). Such
p a∈Np ap a

12
integration is balanced by group-specific parameter γp. Groups
with small γp means that group norms slowly evolve. In this
subsection, we first show the statistical characteristics of group
norm evolution, and then explore evolution rules of group norms.

Fig. 7 shows that average change rates of all the group norms
at contiguous time periods. The red curve (denotes mean values)
is smoother than the blue curve (denotes std values). Specifically,
all the mean values of change rates over 11 periods are lower than
40% but higher than 20%. Specifically, from an average perspec-
tive, the groups’ norms evolve with a moderate speed. However,
the std curve of change rates is swing, especially the std values
at T = 3, 8 and 11. This phenomenon is because of the group
heterogeneity, which some groups’ norms sharply change, while
other groups slightly vary. In Fig. 7, although all of the groups
dynamically change with time, their change rates are different,
thus their evolutions are not synchronous.

The left (right) y-axis denotes the mean (std) of change rate
over all groups’ norms, and the x-axis indicates the time periods.

Group-specific parameter γp reflects the evolution stability
of group norms. Fig. 8 reports the statistics of γp values for all
the groups and find that most groups’ norms slowly evolve and
develop with a stable pattern (the mean is 0.27 and the standard
deviation is 0.01) because more than 80% of γp values are ranged
in [0.1, 0.4).
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Fig. 7. The statistic of change rate over group norm.

Groups constantly develop in their life time, called the group
volution. Dr. Bruce W. Tuckman [79] indicates that group de-
elopment includes five stages: forming, storming, norming, per-
orming and adjourning. In online social groups, the growing
cale (the number of a group added members in one year) is
mirror of group developing characteristics on different stages
ith the dynamic joining process. Here, we analyze the relation
etween growing scale and group-specific parameter γp to show
he existing dependency between group development and group
volution and summarize the evolution rules of group norms,
hown as in Fig. 9.
The distribution of γp approximates an inverted U-shape with

he increase in the growing scale, except for when the grow-
ng scale is extremely small. We would explain the relation be-
ween γp and growing scale according to group developmental
tages [79]. At the forming stage (with the growing scale less than
5), most members discover the group boundaries by supporting
he initial group norms, thus their groups slightly change their
orms (the majority of γp values are lower than 0.3). Conversely,
ew groups apparently change norms (with γp between 0.4 and
.6) because some members favor a more active approach to
iscover the group boundaries, such as subvert current norms.
t the storming stage (the growing scale rises from 15 to 100),
ntragroup conflict emerges and increases — the more member,
he more intense (the values of γp rise from 0.2 to 0.6 until reach

he peak with the increase in the growing scale). At the norming i

13
Fig. 8. The statistic of γp .

stage (the growing scale increases from 100 to 170), members
se cohesion to solve the conflict and establish standardized
roup norms to highlight the group cohesion (the values of γp

decrease from 0.6 to 0.2 when the growing scale increases). At the
performing stage (the growing scale further rises from 170 to 250),
groups evolve as an effective and inclusive organization whose
norms accept differences and keep up to date (most values of γp
stay at the range [0.2, 0.4]).

Two groups with large growing scale (approximately 150) and
γp (near 0.8) are tagged with red circles in Fig. 9. In comparison
with other groups’ conflict during the storming stage, the two
groups face an intense situation because their growing scale is
particularly large. This notion means that many people join a
group in an extraordinarily short time aggravates friction and
arguments. Thus, initial norm collapse occurs.

This correlation between growing scale and group-specific pa-
rameter γp reveals the evolution rules of group norms at different
development stages.

4.4.2. Evolution results for individual preferences
This subsection attempts to study the evolving pattern of

individual preferences. As discussed in Section 3.2.2, individual
preferences at period t (U t

a) not only rely on historical preferences
(U t−1

a ) but also are revised by group influence (Et
pa), with a user-

specific parameter αa for balance. A large αa denotes that the
nfluence from group p on user a’s preference (Et ) is great.
pa
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Fig. 9. The relation between growing scale and γp .

iven that another user-specific parameter βa could reflect a
ser’s preferences on grouping behaviors (preference homophily
r friend effect), we would explore individual preferences and its
volution characteristics by analyzing Et

pa, αa, and βa.
Firstly, we explicate the dynamic group influence Et

pa on the
ndividual preference, including the influences from the same
roup on different users and the influences of different groups on
he same user. To this end, we first select two typical users (user
ds 1240 and 5918) who joined 20 common groups from T = 1
o T = 11. Then, we show the influences from the 20 groups on
wo users at T = 12. In Fig. 10, the bottom shows the 20 groups
anked by their influence effects from left to right on the x-axis,
he y-axis reports the time periods of grouping behaviors, and the
igures above the nodes denote the group ids.

In Fig. 10, the influences from a same group on different
embers can be significantly different even at the same time. For
xample, group 194 (marked with a blue circle) is ranked first
or user 1240, whereas it is positioned the last for user 5918,
lthough both of them joined group 194 at T = 7. This phe-
omenon is because of the markedly different perceived influence
trengths by the two users. By contrast, group 17 (tagged with a
ellow circle) exerts the same influence on the two users. Apart
rom the above two extremes, a group generally has a similar
nfluence on members who joined the group at the same time
e.g. groups 576 and 274 marked with black circles).

The influences from different groups on the same user are
ifferent. From an overall perspective, the ranking of group in-
luence is high when the grouping behavior is later (a large T ),
hich is consistent with many studies on social influence [36].
pecifically, once familiar with the group and its norms, the
erson receives sufficient information. Thus, the value of group
orms and its influence on individual preferences decreases.
Next, we analyze two user-specific parameters αa and βa to

urther reveal the evolution characteristics of individual prefer-
nces. αa captures the effectiveness of group influence on user a’
reference evolution, while βa reflects which effect (preference
r friend) determines a user’s grouping behavior.
Figs. 11 and 12 report the statistical information of αa and βa,

espectively. In Fig. 11, we obtain that most users are influenced
y their affiliated groups at varying degrees (a mean of 0.41 and
standard deviation of 0.03). Fig. 12 shows that about 84% of βa

concentrated in the range (0.4, 0.6), a mean of 0.49 and a standard
deviation of 0.01. The distribution of βa is more concentrated than
those of αa and γp. This situation means that most users’ grouping
behaviors are simultaneously driven by the homophily and friend
effects.
14
Fig. 10. The influence of 20 groups on two users at T = 12 period.

Fig. 11. The Statistics of αa .

Fig. 12. The Statistic of βa .

This section discusses the effects of parameters on the perfor-
ance of the CEP model in terms of the user-specific parameter
a.
To verify the reasonability of the setting of βa, which is used

to balance the homophily effect (Dt
H_aq) and friend effect (Dt

F_aq) in
predicting grouping behavior, we separately analyze the predic-
tion accuracy under friend and homophily effects (setting βa = 0
and β = 1, respectively), as shown in Fig. 13. The ‘adaptive
a
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value’ in the x-axis represents βa learned from the CEP model.
When βa is set to 0 or 1, the Pre@5 values on two behavior pre-
ictions are lower than the results under ‘adaptive value’. Thus,
he homophily and friend effects are crucial for users’ grouping
ehaviors [80]. Besides, the consumption prediction under the
omophily effect (βa = 0 is better than the result of friend effect
βa = 1), while the grouping prediction shows an opposite result.
gnoring either the homophily effect or the friend effect leads to
he overestimation of the other effect [80].

Fig. 14 draws the correlation between αa and βa. Parameter
αa shows a significant positive correlation with βa. This situation
is because αa and βa reflect a user’s susceptibility degree on
social relationship (group membership and friendship). A user
with large αa and βa (the first quadrant of Fig. 14) is a susceptible
person who is easily influenced by the two relationships. By
contrast, the third quadrant represents those people who are not
impressionable. Besides, some users lie in the second and fourth
quadrants. The two reasons for this result are as follows: these
users are only sensitive to one social relationship and the random
error.

Overall, individual preferences evolve with time under the
dynamic group influence, and individual grouping behavior also
changes with groups under the friend effect. The effectiveness
of group influence and friend effect is determined by the user’s
susceptibility degree to social relationship. We can realize the
user classification and discover the susceptible users (the first
quadrant) by distinguishing the values of αa and βa.

5. Conclusion and discussion

This study provides a CEP model to jointly predict users’
grouping and consumption behaviors in the dynamic OSNs.
Driven by the importance of online social groups and the limi-
tation of current studies on modeling the collaborative evolution
between users and groups, we use a temporal probabilistic ma-
trix factorization algorithm to construct our CEP model. First,
this algorithm can project users’ two kinds of temporal implicit
feedback into a shared latent space. Then, at each time pe-
riod, grounded in the bidirectional influence mechanism between
users and groups, the collaboratively modeling can be easily
realized by directly operating latent vectors. Next, by modeling
the time-dependency between different time periods, the collab-
orative evolution of users’ grouping and consumption behaviors
can be learned. After that, we designed a joint optimization
function to combine the correlation between these two behaviors
for better prediction.
15
Fig. 14. The Relation between αa and βa .

We conduct comprehensive experiment on an actual dataset
to prove the effectiveness of our CEP model. Both prediction
results on two behaviors show that the CEP model outperforms
other state-of-the-art methods, such as LightGCN and NTF. It is
worth noting that the CEP model shows more excellent results
on consumption prediction when data is sparser. Meanwhile,
the experimental results on different recommended list lengths,
latent feature numbers, and time periods show the robustness of
the CEP model. Moreover, the findings discovered by evolution
analysis show the explanatory power of our CEP model. For exam-
ple, by focusing on two user-specific parameters, we can identify
the susceptible users who are sensitive to the social influence
(including group influence and friend effect). The inverted U-
distribution of group-specific parameter and group growing scale
reveals group evolution characteristics at different development
stages. The above findings provide empirical evidence for the
effectiveness and rationality of our CEP model.

However, there are some limitations of CEP model. First, we
only use the pointwise loss as our optimization function and
adopt a uniform under-sampling procedure to learn the implicit
feedback. In fact, both loss functions and sampling strategies are
powerful on prediction performance. Thus, exploring the influ-
ence of different loss optimizations and non-uniform sampling
strategies on our CEP model is one exploration in the future.
Second, the excellent performance of LightGCN method have
verified that the simplified graph convolution operation out-
performs matrix-based methods on modeling interaction data,
which inspires us to explore how to migrate the CEP model to
a graph-based deep learning framework in the future work.
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ppendix A. The algorithm of CEP model

Algorithm 1: Parameter Learning of the CEP model
Input: The consumption sequence C and the affiliation
sequence A
Output: The predicted grouping behaviors and consumption
behaviors at time T+1

Initialize U , G, V , α, β and γ

While the loss function of Eq. (15) does not converge do
for user a = 1; a ≤ N; a++ do
for time t = 1; t ≤ T ; t++ do

Fix G, V , α, β, γ update U t
a using SGD

end for
Fix G, U , V , β, γ update αa using PGD

end for
for group p = 1; p ≤ J; p++ do
for time t = 1; t ≤ T ; t++ do

Fix U , V , α, β , γ update Gt
p using SGD

end for
Fix G, U , α, β update γp using PGD

end for
for product i = 1; i ≤ M; i++ do
Fix U , G, α, β , γ update Vi using SGD

end for
end while
Predict users’ preferences at T + 1 according to Eq. (25)
for all (a, q, T + 1) records in affiliation test dataset do
Predict users’ grouping behavior at T + 1 based on Eq.

(26)
end for
for all (a, i, T + 1) records in consumption test dataset do
Predict users’ consumption behavior at T+1 based on Eq.

(27)
end for

Appendix B. Actual runtime comparison

In Section 3.3, we analyze the runtime complexity of the CEP
odel. Here, we compare all models’ actual runtimes and conduct
xperiments on a Core8Duo 3.6 GHz machine with Windows 10
nd 16 GB of memory. Table A.1 reports the actual runtime of
single iteration of the training phase for every model. Four
aselines are independent prediction models, that is, they need
o be conducted twice to predict the grouping and consump-
ion behaviors. We only report the runtime of four baselines on
he consumption prediction as they show the same computing
erformance on the grouping behavior.
The PMF costs the least time as its static modeling. Although

he LightGCN is also a static model, the neighborhood aggregation
f every node on graph is time-consuming. Compared with PMF,
he dynamic models (TMF and NTF) require additional runtime
ue to the addition of time information. Specifically, we compare
he best baselines of static and dynamic and find that the NTF
 r

16
Table A.1
The runtime of all models (min.).
Time PMF LightGCN TMF NTF CEP

Each iteration 0.12 0.62 0.25 0.33 1.4

Table A.2
The impact of negative sampling ratio m.
(a) Grouping behavior (b) Consumption behavior

Pre@5 Recall@5 F@5 Pre@5 Recall@5 F@5

m = 1 0.118 0.186 0.144 m = 1 0.053 0.085 0.065
m = 2 0.120 0.187 0.146 m = 2 0.055 0.093 0.069
m = 3 0.121 0.192 0.148 m = 3 0.056 0.094 0.070
m = 4 0.121 0.191 0.147 m = 4 0.059 0.100 0.074
m = 5 0.119 0.187 0.145 m = 5 0.060 0.098 0.074
m = 6 0.116 0.181 0.142 m = 6 0.059 0.098 0.073

Table A.3
Factors and levels of OED.
Levels Factors

A B C D E F G
λA λU λG λU1 λG1 λV lr

1 0.01 0.01 0.001 0.001 0.001 0.001 0.0001
2 0.1 0.1 0.005 0.005 0.005 0.005 0.001
3 0.5 0.5 0.01 0.01 0.01 0.01 0.005
4 1 1 0.1 0.1 0.1 0.1 0.01
5 3 3 3 0.5 0.5 0.5 0.05
6 5 5 5 1 1 1 0.1
7 7 7 7 5 5 5 0.25

could improve 1.05-time (for grouping prediction) and 1.08-time
(for consumption prediction) on the F@5metric with half the time
compared with LightGCN. Furthermore, we find that CEP could
improve 1.09-time (for grouping prediction) and 1.11-time (for
consumption prediction) than NTF on the F@5 metric at the 2.12-
time cost on each iteration.2 This analysis demonstrates that the
time cost is in a reasonable range despite the predictive benefit
of our CEP model at a cost of runtime.

The CEP model costs the most runtime because of its dy-
namical and collaborative modeling process. The CEP needs to
compute each user’s latent preference vector and each group’s
latent norm vector at each time slice. In the modeling of each
latent individual preference vector, the CEP must calculate the
influence strength function with consumption data, which adds
to the time cost. In real-world applications, we can train the
CEP offline and store the predictive results of consumption and
grouping behaviors based on the output of CEP in the server.
In the online stage, users can obtain real-time predictions by
retrieving the predictions from the server, which is time efficient
and can be easily applied to real-world social platforms and
e-commerce sites.

Appendix C. Sampling ratio analysis

The advantage of the flexible negative sampling has been
shown in many works [19,29]. Here, we flexibly control the
sampling ratio m to explore its influence on prediction perfor-
mance. We empirically fix m = 3 on grouping part/consumption
art while we debug the consumption part/ grouping part. Then,
e show the performance of CEP model with different negative
ampling ratio (range from 1 to 6) on two behavioral predictions
n Table A.2.

2 Note that, NTF needs to be conducted twice for predicting grouping and
onsumption behaviors respectively, while the CEP can simultaneously predict
he grouping and consumption behaviors by conducting once. Thus, the final
untime of NTF needs to multiply by 2, i.e., its each runtime is 0.66 min.
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able A.4
arameters sensitivity results of CEP model based on L49(77) orthogonal array.
No. λA λU λG λU1 λG1 λV lr Grouping behavior Consumption behavior

Pre@5 Recall@5 F@5 Pre@5 Recall@5 F@5

1 1 1 1 1 1 1 1 0.109 0.167 0.131 0.040 0.068 0.050
2 1 2 3 4 5 6 7 0.066 0.105 0.081 0.035 0.053 0.042
3 1 3 5 7 2 4 6 0.105 0.173 0.130 0.049 0.083 0.061
4 1 4 7 3 6 2 5 0.109 0.174 0.134 0.052 0.085 0.064
5 1 5 2 6 3 7 4 0.112 0.176 0.137 0.053 0.084 0.065
6 1 6 4 2 7 5 3 0.111 0.173 0.135 0.052 0.084 0.064
7 1 7 6 5 4 3 2 0.109 0.176 0.134 0.052 0.084 0.064
8 2 1 7 6 5 4 3 0.087 0.152 0.110 0.040 0.059 0.048
9 2 2 2 2 2 2 2 0.110 0.168 0.132 0.050 0.084 0.062
10 2 3 4 5 6 7 1 0.110 0.188 0.138 0.055 0.088 0.068
11 2 4 6 1 3 5 7 0.098 0.137 0.114 0.041 0.056 0.047
12 2 5 1 4 7 3 6 0.115 0.182 0.140 0.056 0.092 0.069
13 2 6 3 7 4 1 5 0.109 0.186 0.140 0.056 0.088 0.068
14 2 7 5 3 1 6 4 0.112 0.187 0.140 0.054 0.093 0.068
15 3 1 6 4 2 7 5 0.110 0.177 0.135 0.049 0.081 0.061
16 3 2 1 7 6 5 4 0.109 0.167 0.132 0.049 0.081 0.061
17 3 3 3 3 3 3 3 0.119 0.189 0.146 0.058 0.090 0.070
18 3 4 5 6 7 1 2 0.112 0.178 0.137 0.053 0.086 0.066
19 3 5 7 2 4 6 1 0.112 0.182 0.139 0.051 0.087 0.064
20 3 6 2 5 1 4 7 0.096 0.135 0.112 0.043 0.060 0.050
21 3 7 4 1 5 2 6 0.115 0.177 0.139 0.056 0.091 0.069
22 4 1 5 2 6 3 7 0.087 0.131 0.105 0.026 0.049 0.034
23 4 2 7 5 3 1 6 0.112 0.178 0.137 0.053 0.089 0.067
24 4 3 2 1 7 6 5 0.112 0.177 0.137 0.052 0.077 0.062
25 4 4 4 4 4 4 4 0.120 0.192 0.147 0.058 0.097 0.073
26 4 5 6 7 1 2 3 0.112 0.184 0.139 0.058 0.087 0.069
27 4 6 1 3 5 7 2 0.115 0.181 0.141 0.057 0.091 0.070
28 4 7 3 6 2 5 1 0.117 0.187 0.143 0.056 0.090 0.069
29 5 1 4 7 3 6 2 0.109 0.175 0.134 0.049 0.081 0.061
30 5 2 6 3 7 4 1 0.111 0.174 0.135 0.053 0.082 0.064
31 5 3 1 6 4 2 7 0.100 0.137 0.115 0.038 0.057 0.045
32 5 4 3 2 1 7 6 0.114 0.178 0.138 0.055 0.089 0.068
33 5 5 5 5 5 5 5 0.114 0.171 0.137 0.055 0.087 0.067
34 5 6 7 1 2 3 4 0.113 0.178 0.138 0.057 0.082 0.067
35 5 7 2 4 6 1 3 0.113 0.180 0.139 0.055 0.089 0.068
36 6 1 3 5 7 2 4 0.112 0.170 0.135 0.051 0.077 0.061
37 6 2 5 1 4 7 3 0.112 0.176 0.136 0.051 0.075 0.061
38 6 3 7 4 1 5 2 0.107 0.174 0.133 0.051 0.082 0.063
39 6 4 2 7 5 3 1 0.114 0.184 0.14 0.056 0.091 0.069
40 6 5 4 3 2 1 7 0.099 0.140 0.116 0.045 0.056 0.050
41 6 6 6 6 6 6 6 0.094 0.121 0.106 0.046 0.059 0.051
42 6 7 1 2 3 4 5 0.110 0.178 0.136 0.052 0.081 0.063
43 7 1 2 3 4 5 6 0.105 0.171 0.130 0.050 0.081 0.061
44 7 2 4 6 1 3 5 0.106 0.172 0.131 0.051 0.082 0.063
45 7 3 6 2 5 1 4 0.108 0.173 0.132 0.050 0.083 0.062
46 7 4 1 5 2 6 3 0.110 0.176 0.135 0.051 0.087 0.064
47 7 5 3 1 6 4 2 0.113 0.178 0.138 0.057 0.080 0.067
48 7 6 5 4 3 2 1 0.112 0.176 0.136 0.054 0.085 0.066
49 7 7 7 7 7 7 7 0.071 0.097 0.081 0.033 0.043 0.034
λ

m
H
7
c
o
f
b
c
o
F
t
F

With the increase of sampling ratio, the performance of group-
ng behavior prediction first increases and then decreases when
>3. It shows that too large sampling ratio may adversely hurt
he performance [19]. The optimal sampling ratio is around 3 to
, and the performance of the consumption behavior part has the
ame tendency with the social part.

ppendix D. Orthogonal experimental design

The OED method or Taguchi method is a variable reduction
echnique which can improve the algorithm performance at a
inimum cost [77,78]. A key process to the OED method is the
election of orthogonal arrays. For our CEP model, we consider the
ollowing user-defined parameters: λA, λU , λU1, λG, λG1, λV , and
earning rate (lr). The number of levels for each factor (i.e., each
arameter) is set seven, summarized in Table A.3.
For seven levels of seven factors, the orthogonal array L49(77)

hat contains only 49 experiments is adopted in our OED.
able A.4 summarizes the experimental results within 25 runs of
ur CEP model for grouping and consumption behavior predic-
ions, as each experiment would converge within 25 iterations.
 T

17
From Table A.4, we know that each factor has seven levels, and
each level is repeated seven times.

By analyzing the Table A.4, we could obtain a reasonable (may
not the best) combination of parameter settings, corresponding
the experiment of No. 25. It indicates that when each factor is
set as the fourth level (i.e., λA = λU = 1, λG = λU1 = λG1 =

V = 0.1, lr = 0.01), the CEP model shows the best perfor-
ance on two behavior prediction tasks among 49 experiments.
owever, compared with the full-factorial analysis that needs
7

= 823,543 experiments, the orthogonal array L49(77) that only
ontains 49 experiments may not contains the best combination
f parameter settings. Generally, the orthogonal experiment is
ollowed by a range analysis, which is helpful to determine the
est combination of parameter settings. Therefore, we further
onduct the range analysis based on the experimental results
f L49(77) orthogonal array, as shown in Tables A.5 and A.6. As
@5 is an integrated metric that balances precision and recall of
he recommendation results, we report statistical results on the
@5 metric when seven factors at different levels. Specifically,

able A.5 shows the F@5 results of grouping behavior prediction,
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able A.5
ange analysis on grouping behavior based on L49(77) orthogonal array.
Grouping behavior

Measurements Levels λA λU λG λU1 λG1 λV lr

K value

1 0.882 0.880 0.930 0.933 0.924 0.932 0.962
2 0.914 0.884 0.927 0.917 0.929 0.930 0.949
3 0.940 0.931 0.921 0.942 0.940 0.934 0.940
4 0.949 0.945 0.940 0.911 0.940 0.908 0.961
5 0.936 0.946 0.921 0.928 0.880 0.924 0.950
6 0.902 0.908 0.895 0.879 0.892 0.872 0.920
7 0.883 0.912 0.872 0.896 0.900 0.906 0.724

K-avg value

1 0.126 0.126 0.133 0.133 0.132 0.133 0.137
2 0.131 0.126 0.132 0.131 0.133 0.133 0.136
3 0.134 0.133 0.132 0.135 0.134 0.133 0.134
4 0.136 0.135 0.134 0.130 0.134 0.130 0.137
5 0.134 0.135 0.132 0.133 0.126 0.132 0.136
6 0.129 0.130 0.128 0.126 0.127 0.125 0.131
7 0.126 0.130 0.125 0.128 0.129 0.129 0.103

Best level 4 5 4 3 3/4 3 4
R 0.010 0.009 0.009 0.009 0.008 0.008 0.034

where the K value refers to the sum of F@5 values of grouping
behavior on the corresponding level when each factor is set as
different levels. The K-avg value in Table A.5 equals the corre-
sponding K value divided by the number of levels (i.e., 7). The R
value indicates the range of K-avg value. The boldface indicates
the best performance and highlights the best level.

According to the K value and K-avg value in Table A.5, we ob-
ain the best level of each factor on grouping behavior prediction.
hough referring to Table A.3, we know the best combination of
EP model on grouping behavior prediction is as follows: λA = 1,

λU = 3, λG = 0.1, λU1 = 0.01, λG1 = 0.01/0.1, λV = 0.01,
lr = 0.01. Similarly, though Table A.6, we also acquire the best
level of seven factors on consumption behavior prediction, that
is, λA = 1, λU = 1/3, λG = 0.1, λU1 = 0.01, λG1 = 0.01, λV =

0.005/0.01, lr = 0.01. As our CEP model needs to simultaneously
optimize two prediction functions and different levels of the same
factor can be optimized for different objective functions. There-
fore, to balance the performances of two prediction tasks, the
best levels of seven parameters (i.e., λA, λU , λG, λU1, λG1, λV , lr)
are as follows: 4, 5, 4, 3, 3, 3, 4. We could find that Table A.4
does not contain this combination of levels. The corresponding
results of above parameter combination on Pre@5, Recall@5, and
F@5 for grouping behavior prediction are 0.121, 0.192, 0.148
(0.059, 0.100, 0.074 on consumption behavior prediction). Com-
pared with the best performance in Table A.4, the results are
better on two prediction tasks. Therefore, the best combination
of parameter settings of CEP model is as follows: λA = 1, λU = 3,
λG = 0.1, λU1 = 0.01, λG1 = 0.01, λV = 0.01, lr = 0.01.

ppendix E. Supplementary data

Supplementary material related to this article can be found
nline at https://doi.org/10.1016/j.knosys.2021.107248.
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