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Abstract    Automatic generation of Chinese classical poetry is still a challenging problem in artificial intelligence. Re-

cently, Encoder-Decoder models have provided a few viable methods for poetry generation. However, by reviewing the pri-

or methods, two major issues still need to be settled: 1) most of them are one-stage generation methods without further

polishing; 2) they rarely take into consideration the restrictions of poetry, such as tone and rhyme. Intuitively, some an-

cient Chinese poets tended first to write a coarse poem underlying aesthetics and then deliberated its semantics; while oth-

ers first create a semantic poem and then refine its aesthetics. On this basis, in order to better imitate the human creation

procedure of poems, we propose a two-stage method (i.e., restricted polishing generation method) of which each stage fo-

cuses on the different aspects of poems (i.e., semantics and aesthetics), which can produce a higher quality of generated

poems. In this way, the two-stage method develops into two symmetrical generation methods, the aesthetics-to-semantics

method and the semantics-to-aesthetics method. In particular, we design a sampling method and a gate to formulate the

tone and rhyme restrictions, which can further improve the rhythm of the generated poems. Experimental results demon-

strate the superiority of our proposed two-stage method in both automatic evaluation metrics and human evaluation met-

rics compared with baselines, especially in yielding consistent improvements in tone and rhyme.
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1    Introduction

As a part of splendid cultural heritages in human

history, poetry is a higher-level form of linguistic ex-

pression with a high concentration of emotions, views,

and  stories.  In  strict  accordance  with  formats,  poets

creating a highly concise format text to express their

feelings  and views need to satisfy  both aesthetic  and

semantic  constraints[1].  For  example,  regulated  verse,

the  formal  type  of  Chinese  classical  poetry,  employs
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Ping  (level)  and  Ze  (downward)  tones  and  rhyme

scheme to guarantee the aesthetics of poetry. General-

ly,  quatrain  (Jueju)  and  Lüshi  are  the  most  popular

genres of Chinese classical poetry, although there are

many  genres[2]. Fig.1 shows  an  example  of  a  widely-

known quatrain in China. Compared with other liter-

ary genres, we can find a quatrain with three restric-

tions.

1)  The  quatrain  consists  of  four  lines,  and  each

line has seven characters.

2)  Each character has a particular tone (e.g., Ping

or Ze), and the whole poem obeys a tonal pattern.

3)  The  last  characters  of  the  second  and  the

fourth  lines  in  a  quatrain  must  belong  to  the  same

rhyme category.

With such strict restrictions, the well-written qua-

train is  considered full  of  rhythmic beauty[3].  That is

why  the  poetry  generation,  especially  for  rhythmic

Chinese  poetry,  is  a  hard  task  for  people,  let  alone

computers,  compared  with  relevant  tasks  in  modern

languages.

However, on account of its aesthetics and cultural

value,  the  automatic  generation  of  Chinese  classical

poetry  has  drawn  increasing  public  attention  in  the

research  community.  Various  types  of  methods  are

proposed  by  researchers,  such  as  rules  or  templates

based  methods[4, 5],  genetic  algorithms  based

methods[6, 7],  and statistical  machine  translation

(SMT)  methods[8],  which  can  automatically  generate

poems  but  the  quality  of  the  generated  poems  still

needs  to  be  improved.  Recently,  deep  neural  net-

works based methods have gained significant research

interest owing to their successful representation abili-

ty  of  natural  language,  and  plenty  of  poetry  genera-

tion  methods  based  on  Encoder-Decoder  models  are

proposed[9–11].  Although these Encoder-Decoder based

methods  can  generate  Chinese  classical  poems  with

higher quality compared with previous methods (e.g.,

rules  based  methods[4, 5] and  SMT  methods[8]),  they

mainly focus  on the semantics  of  poetry while  ignor-

ing  the  aesthetics.  In  addition,  they  usually  assume

poetry can be generated by one pass which is counter-

intuitive.  As  we  know,  in  the  real  process  of  poetry

creation, both the aesthetics and semantics of poetry

should be polished in an iterative way. By profession-

ally  learning  the  domain  knowledge  on  ancient  poet-

ry  composition,  we  can  draw  two  intuitive  observa-

tions.

1)  An  elegant  poem  is  rarely  accomplished  once.

Generally, it may be modified many times.

2)  Different  stages  have  different  focuses.  Some

poets  have  a  tendency  to  write  a  coarse  poem  con-

formed  to  strict  formats  at  first  and  then  deliberate

its semantics based on the whole draft, i.e., aesthetics

first and then semantics; while others are apt to first

create  an  underlying  semantic  poem  and  then  refine

its aesthetics, i.e., semantics first and then aesthetics.

Motivated  by  the  two  aforementioned  observa-

tions, in this work, we argue that the Chinese classi-

cal poetry generation is not only learning the seman-

tics of language, but also following the poetry aesthet-

ic rules to ensure rhythmic beauty. Along this line, we

propose  a  two-stage  method,  called  the  Restricted

Polishing  Generation  method  (RPG)  to  automatical-

ly  generate  Chinese  classical  poetry.  In  contrast  to

previous  poetry  generation  methods,  the  proposed

method has two decoders, in which the first-stage de-

coder generates  a coarse line conformed to aesthetics

(or  semantics)  and  the  second-stage  decoder  polishes

the coarse line into a fine line satisfying semantics (or

aesthetics).  Because  the  focus  of  each stage  is  differ-

ent,  the  two-stage  method  RPG  develops  into  two
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朝辞白帝彩云间， (P* P Z* Z Z P P)

Having Left White King Town at Dawn, Where Red Clouds Play,

千里江陵一日还。(Z* Z P P Z Z P)

I'm Back to Jiang Ling Through Sailing Long Miles One Day.

两岸猿声啼不住， (Z* Z P P P Z Z)

With Monkey's Cried Along Both Banks Still Ringing in My Ears,

轻舟已过万重山。(P* P Z* Z Z P P)

My Skiff Has Passed by Mountains, One and All, in Cheers.

Fig.1.  Example of a widely-known quatrain. The tone is shown at the end of each line within the bracket. To be specific, P and Z
represent the level tone and the downward tone, respectively, and * indicates that the tone can be either in the tonal pattern. The
rhyming characters are highlighted in green.
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symmetrical  methods:  the  aesthetics-to-semantics

method  (AtoS)  and  semantics-to-aesthetics  method

(StoA).

Specifically,  in  AtoS,  we  design  a  sampling

method (i.e., a hard switch to choose aesthetic rules)

on the first-stage vocabulary distribution to generate

an aesthetically coarse line, and then feed it into the

second-stage  decoder  for  further  semantic  polishing.

Similarly,  in  StoA,  to  polish  the  semantic  draft  and

make it rhythmic, the second-stage decoder employs a

gate deduced from aesthetics as a soft switch to con-

trol  final  predictions.  Thus,  the  two  symmetrical

methods  (i.e.,  AtoS  and  StoA)  of  RPG  can  ensure

that  the generated poems are  more aesthetic  and se-

mantic compared with existing studies.  Experimental

results  also  demonstrate  the  superiority  of  RPG  in

both automatic evaluation metrics and human evalua-

tion  metrics,  especially  in  tone  and  rhyme.  We  be-

lieve the proposed RPG can shed new light on imitat-

ing the real process of poets' creation for poetry. The

contributions of this paper are two-fold as follows.

● We  devise  RPG  to  generate  Chinese  classical

poetry, which depicts poems independently and itera-

tively polishing aesthetics and semantics. At the same

time,  this  method provides  us  with  different  insights

into the poetry generation.

● We design a sampling method and a gate (cor-

responding to the hard and soft  switches,  respective-

ly) to formulate the tone and rhyme restrictions, and

further improve the quality of the generated poems.

The rest of this paper is organized as follows. Sec-

tion 2 comprehensively  describes  the  literature  relat-

ed  to  the  poetry  generation.  Then,  we  introduce  the

proposed  poetry  generation  method  in Section 3 de-

tailedly, including the Encoder-Decoder model,  RPG,

and two realizations of RPG, i.e., AtoS and StoA. In

Section 4,  we  present  the  dataset,  evaluation  metrics

(including  the  automatic  and  human  evaluations),

and the performance of our proposed RPG on the re-

al dataset. Finally, we summarize this work and offer

promising directions for future research in Section 5. 

2    Related Work

Recently,  poetry  generation  has  attracted  more

and  more  researchers'  attention,  and  various  genre

methods have been proposed. To be specific, the ear-

ly kind of Chinese poetry generation is based on rules

or templates[4, 5, 12–14]. For example, Oliveira and Car-

doso[4] designed a platform for the automatic genera-

tion of poetry, which enables users to customize func-

tions of general configurations, initial seed words, and

poem generation  methods.  Particularly,  Yan et  al.[14]

utilized  an  automatic  summarization  method  to  gen-

erate  poems.  Besides,  genetic  algorithms  have  also

been adopted to improve the quality of generated po-

ems[6, 7].  Manurung[6] proposed  an  evolutionary  algo-

rithm based method of poetry generation and consid-

ered  the  poetry  generation  as  a  state  space  search

problem. It is noted that the goal state in the method

is  a  text  that  meets  three  properties  (i.e.,  grammar,

meaningfulness,  and  poeticness),  which  further  im-

proves  the  quality  of  generated  poems.  One  kind  of

the important poetry generation methods is based on

the  SMT  method.  For  example,  Jiang  and  Zhou[8]

considered poetry generation as  an SMT problem, in

which the  previous  lines  of  poems are  treated as  the

source  language  and  translated  into  the  next  line.

Furthermore,  He et  al.[2] generated  four-line  Chinese

quatrains by expanding the SMT method.

With  the  development  of  computation  and  stor-

age of computers, deep learning algorithms come into

sight and are highly popular among academics owing

to their successful representation of texts[15–23] and im-

ages[24–28].  In  recent  years,  many  neural  networks

based  poetry  generation  methods  have  been

proposed[11, 29, 30].  For  example,  Zhang and Lapata[11]

first employed the recurrent neural network (RNN)[31]

to  generate  Chinese  poetry,  where  a  character-based

RNN language model is used to generate the first line

after being given some input keywords and other lines

sequentially  according  to  a  variant  RNN.  The  au-

thors of [3, 10, 32] treated the poem generation as an

Encoder-Decoder  problem and generated  each line  of

the  poem  sequentially.  To  be  specific,  Wang et  al.[3]

first  planned sub-topics  by adopting keywords of  po-

etry  and  then  generated  each  line  via  encoding  the

keywords  and  poems  together.  Moreover,  several

methods[33–36] employ specific mechanisms (e.g., atten-

tion  mechanism,  working  memory  mechanism,  and

salient-clue  mechanism)  for  Chinese  poetry  genera-

tion,  which  contribute  to  strengthening  the  relation

between the  encoders  and the  decoders,  and improv-

ing the coherence between topics and meanings. Par-

ticularly, Yang et al.[36] adopted the conditional varia-

tional auto-encoder to generate Chinese poems to im-

prove  the  quality  of  poetry  with  topic  coherence.

However,  these  methods  mainly  focus  on  the  seman-

tics  of  poetry  while  ignoring  the  aesthetics.  Besides,
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these methods only adopt a straightforward one-stage

generation, which is not appropriate for imitating the

creation process of mankind.

A novel direction considers a new research topic of

classical  Chinese  poetry  generation  in  view  of  multi-

modal information fusion (e.g., texts and images)[37–39].

To  better  combine  visual  information  with  semantic

topic  information,  e.g.,  to  generate  Chinese  poetry

from  images  directly,  Xu et  al.[37] proposed  an  En-

coder-Decoder  based  method  with  topic  memory

units. Particularly, the memory units can support the

unlimited number of keywords extracted from images

and determine a latent topic for each character in the

generated poem. Besides, Liu et al.[38] designed a mul-

ti-modal  (e.g.,  text,  image,  and  theme)  three-stage

method for Chinese poetry generation by a hierarchy-

attention  seq2seq  model,  which  can  better  capture

character,  phrase,  and  sentence  information  between

contexts and improve the symmetry of generated po-

ems.  It  is  worth noting that the rhythmics of  poetry

is also studied in [1, 40, 41]. Specifically, Hopkins and

Kiela[1] utilized  a  neural  language  model  trained  on

phonetic  encoding to learn an implicit  representation

of  both  the  formats  and  contents  of  English  poetry.

And Ghazvininejad et  al.[40] adopted neural  language

models  with  finite-state  machinery  to  meet  the  tone

and rhyme constraints.  Similarly,  these  methods also

cannot  capture  the  characteristics  of  mankind's  cre-

ation process  ideally,  which means that  it  is  hard to

ensure the quality of generated poems partly.

The  above  methods  generate  poems  without  any

polishing  or  deliberating  mechanism.  In  fact,  several

methods  utilize  the  polishing  procedure  based  meth-

ods to improve the quality of image generation[42] and

text  generation[43–48].  For  example,  Xia et  al.[47] de-

signed a deliberation method to generate the final se-

quence  by  the  second decoder  with  an  additional  in-

put  of  the  generated  sequence  by  the  first  decoder.

And Zhang et al.[48] implemented a two-decoder delib-

eration procedure for text summarization by utilizing

the transformer decoder. Particularly, there are sever-

al  studies[49–51] perfecting  the  generated  procedure

with deliberating mechanism to refine the poetry gen-

eration.  To be  specific,  i-poet[49] proposes  a  polishing

framework by encoding the writing intents repetitive-

ly to refine the generated poems. Moreover, to jointly

improve the coherence and novelty of Chinese poetry

generation,  Shen et  al.[50] designed  a  novel  method

that could polish the generated drafts with a bidirec-

tional  sentence-level  context  and  a  refining  vector.

Followed  by  the  deliberating  mechanism,  a  recent

work[51] devises  an  iterative  polishing  framework  for

Chinese  poetry  generation  with  high  quality,  which

could  polish  the  draft  towards  a  higher  level  in  the

field  of  literalness  and  linguistics.  In  addition,  there

are some scholars employing style/sentiment informa-

tion  to  generate  poems[52, 53].  Compared  with  these

methods, our method RPG further perfects the polish-

ing process of poetry generation. In RPG, the polish-

ing process includes two stages, and each stage's goal

is  different.  In  consideration  of  each  stage's  goal,  we

develop two symmetrical methods according to RPG,

which can better imitate the poetry creation process.

Besides,  we  employ  the  tone  and  rhyme  rules  to  di-

rect method learning to improve the quality of gener-

ated poems. 

3    Method

In  this  section,  we  propose  RPG  for  generating

rhythmic Chinese classical  poetry based on the inner

information  of  the  semantics  and  aesthetics,  which

can better  imitate  the poetry creation process  of  hu-

mans  and  further  improve  the  quality  of  generated

poems.  To  demonstrate  our  proposed  RPG  more

clearly, we first describe the Encoder-Decoder model,

and  the  overall  architecture  of  RPG is  illustrated  in

Fig.2. Next, we introduce details of two concrete real-

izations of RPG: AtoS and StoA. 

3.1    Overview

E D1

D2

We design RPG to depict poetry via independent-

ly polishing the aesthetics and semantics in an itera-

tive way. To be specific, we design the two-stage po-

etry  generation  method  based  on  the  Encoder-De-

coder model as shown in Fig.2. Formally, the method

is  composed  of  an  encoder ,  and  two  decoders 

and .  Depending on the aesthetics or semantics in

each stage, RPG develops into AtoS and StoA.

N

i

LCi i− 1

LC1∼(i−1)

LCi LC1∼(i−1) =

LC1||LC2|| . . . ||LCi−1

LC1 LCi−1 ||
LCi

LC1∼(i−1)

Practically, considering the  lines of a poem we

generate,  we  formulate  the -th  line's  characters  of

the poem as . In this work, we use first  lines'

characters  of  the  poem  (denoted  as )  as  in-

puts  to  generate  of  the  poem,  where 

 is  concatenated  with  previous

lines' characters from  to  and  is the con-

catenation  operator.  Taking 's  generation  as  an

example,  in  the  encoding  stage,  we  encode 
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x Tx

x = (x1,x2,x3, . . . ,xTx
)

D1 ŷ Tŷ

D2 y Ty

with  vector  of  characters,  where

.  Then  in  the  first-stage  de-

coder , we obtain a draft  of  characters based

on  encoding  information,  and  the  second-stage  de-

coder  generates the polishing line  of  charac-

ters: 

ŷ = SamplingD1

ŷ (Pr(ŷ|x)),

y = SamplingD2

y (Pr(y|ŷ,x)), (1)

Sampling

Pr(ŷ|x)
D1

Pr(y|ŷ,x)
D2

where  is the representation of the sampling

methods in each stage of the proposed method, Pr( )
is  the  decoding  vocabulary  distribution,  is

the  output  of  the  first-stage  decoder ,  and

 is  the  output  ot  the  second-stage  decoder

.  Finally,  by  concatenating  all  generated  lines,  we

can obtain an elegant poem. 

3.2    Encoder-Decoder Model

E D1

E x Tx

x h

As demonstrated in Fig.3,  and  can be treat-

ed  as  the  Encoder-Decoder  model.  In  the  encoding

stage (i.e., ), given an input text  of  characters,

the model encodes  into the hidden state , with a

bi-directional Gated Recurrent Unit (GRU) model[54].

hi = BiGRU(xi,hi−1) BiGRU

xi

i x

D1

Specifically, ,  where 

is  a  sequence  processing  model  with  two

GRUs, and   is  the  representation  (e.g.,  word  em-

bedding vector) of the -th word in .  In the decod-

ing stage (e.g., ), we use another GRU model, and

ŝ ŷ

ŝ = (ŝ1, ŝ2, . . . , ŝTŷ
) ŷ = (ŷ1, ŷ2, . . . , ŷTŷ

)

t̂ ŷt̂

it generates the hidden state  and the output  (e.g.,

sampling from the output to generate the coarse line),

where  and .  At

the generation step ,  is calculated as follows[9]: 

ŷt̂ = argmax
y

Pr(y|ŝt̂, Ât̂,yt̂−1),

P rD1
= Pr(ŷt̂|ŝt̂, Ât̂, ŷt̂−1) = g(ŝt̂, Ât̂, ŷt̂−1), (2)

g(·) softmaxwhere  is a nonlinear function (e.g., ).

ŝt̂

After the previous character is generated, the hid-

den state  can be updated as the following: 

ŝt̂ = f(ŝt̂−1, Ât̂−1, ŷt̂−1),

f(·) Ât̂where  is an activation function of GRU, and 

is  the  attention  vector  that  is  recomputed  at  each

step: 

Ât̂ =

Tx−1∑
j=0

α̂t̂jhj. (3)

hj j

E α̂t̂j

Besides,  is  the -th  hidden  state  of  the  en-

coder , and the corresponding weight  is comput-

ed by: 

α̂t̂j =
exp(et̂j)

Tx−1∑
k=0

exp(et̂k)

,

et̂j = V T
α̂ tanh(Wα̂st̂−1 +UT

α̂hj),

et̂j hj t̂where  is the attention score on  at time step .

During the training, the loss function of the mod-

 

…

Character Embedding

Encoder

Coarse Line Fine Line

Coarse Line Fine Line

Aesthetics-to-Semantics (AtoS)

Semantics-to-Aesthetics (StoA)

Two-Stage Decoder

Semantics Aesthetics
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早发白帝城
The River Journey from White King City

作者：李白
Author: Bai Li

朝辞白帝彩云间， (P* P Z* Z Z P P)

Having Left White King Town at Dawn, Where Red Clouds Play,

千里江陵一日还。(Z* Z P P Z Z P)

I'm Back to Jiang Ling Through Sailing Long Miles One Day.

两岸猿声啼不住， (Z* Z P P P Z Z)

With Monkey's Cried Along Both Banks Still Ringing in My Ears,

轻舟已过万重山。(P* P Z* Z Z P P)

My Skiff Has Passed by Mountains, One and All, in Cheers.

Fig.2.  Proposed RPG's framework of poetry generation. AtoS first writes a coarse poem conformed to strict formats and then delib-
erates its semantics based on the whole drafts. StoA first creates an underlying semantic poem and then refines its aesthetics.
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ŷt̂ t̂

el  is  the  average  negative  log  probability  of  the  tar-

get word  at the generation step : 

loss = − 1

N

N∑
t̂=1

log(Pr(ŷt̂|ŝt̂, Ât̂, ŷt̂−1)),

Nwhere  is the sequence length. The loss is the cross

entropy  between  the  distribution  of  the  true  labels

and the predictions given by the model. Therefore, by

minimizing  this  loss,  the  weights  are  optimized  to

present precise distributions of true labels. 

3.3    RPG

E D1

D2 E D1

D1 Pr(ŷ|x)
D2

ŷ D2

D2 y Ty

ŷ

ŝ D1

D1 yt

D2 t

The proposed method RPG is composed of , ,

and .  and  can be treated as the Encoder-De-

coder  model.  To  obtain  the  coarse  line,  we  sample

from  the  vocabulary  distribution  in  (1).

In the second-stage decoder , we feed the first-stage

target  sequence  into  for  further  polishing.  As

shown in Fig.3,  outputs the fine line  of  char-

acters based on encoder information, the coarse line 

and the hidden state  generated by . Specifically,

differing  from ,  the  output  of  the  second-stage

decoder  at the generation step  is defined as fol-

lows: 

yt = Pr(yt|st,At,Ct,yt−1),

st = f(st−1,At−1,Ct−1,yt−1) At

E
D2 Ât̂

D2 Ct

ŷ ŝ

Ct

where ,  and  is  the  at-
tention  vector  between  encoder  and  the  second-
stage  decoder .  Its  definition  is  similar  to  as

shown in (3).  has an attention vector  that can
map the coarse line  and the hidden state  into a
context vector, and  is defined as follows[47]: 

Ct =

Tŷ−1∑
j=0

βtj[ŝj; ŷj],

βtj =
exp(etj)

Tŷ−1∑
k=0

exp(etk)

,

etj = V T
β tanh(Wβst−1 +UT

β [ŝj; ŷj])where .

ytThe  generation  probability  of  output  is  com-

puted as follows: 

Pr(yt|st,At,Ct,yt−1) = g(yt|st,At,Ct,yt−1). (4)

During the training,  the training loss is  trying to
maximize  the  cross  entropy  between  the  predictions
and the true labels[47]: 

loss1 =
1

N

N∑
t=1

log
∑
ŷ∈Y

Pr(yt|ŷ,x)Pr(ŷ|x), (5)
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Fig.3.  Illustration of RPG's architecture. The proposed method RPG includes two symmetrical methods: AtoS, with distributions of
“Aesthetics: Restricted Sampling Method” and “Semantics: Vocabulary Softmax”; StoA, with distributions of “Semantics: Sampling
from Multinomial Distribution” and “Aesthetics: Vocabulary Softmax  Gate”.
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Pr(ŷ|x)
D1 Pr(yt|ŷ,x)

D2 Y
D1

where  is  the  output  of  the  first-stage  de-

coder , and  is the output of the second-

stage decoder . Moreover,  is the collection of all

's possible outputs, and is extremely hard to com-

pute.  Thus,  Xia et  al.[47] proposed  a  Monte  Carlo-

based method to optimize the lower bound of the loss

in (5): 

loss1 =
1

N

∑
t=1

∑
ŷ∈Y

Pr(ŷ|x) logPr(yt|ŷ,x). (6)

We have demonstrated our proposed RPG in de-

tail.  Subsequently, we will  present two concrete real-

izations (i.e., AtoS and StoA) of the proposed method

RPG. 

3.4    AtoS

ŷ

ŷt̂

AtoS first  generates  the coarse  line  under  the re-

strictions of aesthetics and then refines the coarse line

to a semantic  one.  As formulated in (1),  to  generate

the draft ,  we devise a restricted sampling method,

which  considers  the  aesthetic  restrictions  carefully.

Specifically,  we  first  design  a  tone-rhyme  identifica-

tion  matrix  to  indicate  the  tone  and  rhyme  of  each

word in the vocabulary. Then, in order to generate an

aesthetic  draft,  we  use  the  identification  function  to

direct  the  final  output.  The  identification  matrix  is

adopted in (7) to sample : 

SamplingD1

ŷ = multinomial(I · PrD1
(ŷt̂)), (7)

PrD1
(ŷt̂) I

I

I PrD1
(ŷt̂)

D1

D1 x

ŷ D2

ŷ

y

where  is D1 vocabulary distribution, and  is

an information matrix with element 0 or 1 and is used

to conduct the sampling operation following the rule,

which  is  constructed  by  the  tone-rhyme  class  (e.g.,

Ping  or  Ze)  that  each  word  belongs  to,  i.e.,  the  ele-

ment  of  is  equal  to  1  if  the  character  is  allowed;

otherwise,  the  element  is  equal  to  0.  Moreover,  we

adopt the multinomial distribution to sample the gen-

erated results (i.e., characters) based on the fusion of

the identification function  and the output 

of , which can ensure the diversity of the generat-

ed output of . Then, feeding the input sequence 

and the output  to the second decoder , we sam-

ple from (4) to refine the coarse line  to the fine line

.  In  this  paper,  we  adopt  a  beam  search  sampling

method. During the training, we optimize parameters

following the Monte Carlo algorithm in (6). 

3.5    StoA

StoA is the other realization of the proposed two-

PrD1

D2

D2

stage method RPG, which first generates a coarse line

underlying  the  semantics  and  then  deliberates  the

coarse line to an aesthetic line. As depicted in (1), we

first sample from the multinomial distribution of 

formalized  in  (2).  Then,  we  devise  a  gate  in  to

control  the  final  output  that  satisfies  the  aesthetics.

Concretely speaking, we put the  hidden state into

a  softmax layer  to  meet  the  tone  and rhyme restric-

tions.

iFor each word , the tone-rhyme gate is defined: 

Pr1,i = softmax(si),

Pr1,i
i si i

i

where  is the rule (tone or rhyme) probability of

word , and  is the state of word . More specifical-

ly,  the  rule  is  the  tone  or  rhyme  of  word .

Pr1,i

yi yi =Pr1,i · y′
i

y′
i D2

Finally, we utilize the probability  to restrict

the final generated output , defined as .

It should be noted that  is generated by . Mean-

while,  to train the method, the rule-based loss is  de-

fined as follows: 

loss2 =
1

N

N∑
i=1

log(Pr1,i).

loss1 + loss2Hence,  we  maximize  to  optimize  the

parameters of StoA. 

4    Experiments

In this section, we first describe the real-world po-

em  dataset.  Then,  we  provide  experimental  settings,

including baselines, implementation details, and eval-

uation  metrics.  Finally,  we  present  the  experimental

results  and  conduct  a  case  study  to  intuitively  show

the quality of poems polished by AtoS and StoA. It is

worth  noting  that  AtoS  and  StoA  are  two  realiza-

tions of RPG. Therefore, the performance of AtoS or

StoA represents the real performance of RPG. 

4.1    Dataset

In  our  paper,  we  focus  on  the  task  of  generating

Chinese  classical  quatrains  which  have  five  or  seven

characters in each of the four lines. We collect 251 227

poems, crawled from mainstream poetry websites and

processed by our experience (e.g., stored in a suitable

format). Specifically, the dataset consists of 111 148 5-

char  poems  and 140 079 7-char  poems.  Besides,  each

character in a poem has a specific tone (i.e.,  Ping or
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Ze),  and  the  last  characters  of  the  second  and  last

lines  in  a  quatrain  must  belong  to  the  same  rhyme

category.

For  the  training,  we  randomly  choose 3 000 po-

ems for validation, 2 000 poems for test, and the rest

for training. Then the RPG method generates poems

line by line, which considers the previous lines as in-

put to generate the current line,  as  exampled in Ta-

ble 1.
  

Table  1.    Training Lines Extracted from a Quatrain

Previous Line Current Line

朝辞白帝彩云间 千里江陵一日还

朝辞白帝彩云间&千里江陵一日还 两岸猿声啼不住

朝辞白帝彩云间&千里江陵一日还&
两岸猿声啼不住

轻舟已过万重山

 

4.2    Training Details

For  the  vocabulary,  we  choose 7 000 most  fre-

quently used characters as our vocabulary for the en-

coder,  and  the  first-stage  and  second-stage  decoders.

Each character in the vocabulary is initialized by the

word2vec  model[55] and  the  embedding  size  is  set  to

512. UNK (short for Unknown) is used to replace the

out-of-vocabulary characters. For the proposed RPG,

GRU  is  adopted  for  the  encoder  and  two  decoders.

Specifically,  we  employ  BiGRU for  the  encoder,  and

two GRUs with different  parameters  for  the  two de-

coders, and all of the hidden sizes are set to 512. We

first train the attention-based neural machine transla-

tion  method  (ANMT)[9] and  then  utilize  its  parame-

ters  to  initialize  the  encoder  and  the  first-stage  de-

coder  of  AtoS  and  StoA.  All  the  methods  are  opti-

mized with the stochastic gradient descent (SGD) al-

gorithm[56] and  the  learning  rate  is  0.5.  The  mini-

batch size is fixed as 128 throughout all method train-

ing.  The  perplexity  on  the  validation  set  is  used  for

selecting parameters. In addition, AtoS and StoA are

implemented  on  Tensorflow  Framework  and  are

trained on a single Tesla K80 GPU. 

4.3    Comparison Methods

We adopt the following methods as baselines and

use  the  same  pre-processing  procedure  for  all  the

methods as listed below.

● SMT. It generates a Chinese classical poetry by

treating  the  previous  lines  as  a  source  language  and

translating  the  source  language  (i.e.,  the  previous

lines) into the next line, which is a representative po-

etry generation method[2].

● ANMT.  The  attention-based  neural  machine

translation  method  employs  the  Encoder-Decoder

model with attention[9].

● PPG (Planing-Based  Poetry  Generation).  This

method  first  plans  the  sub-topics  by  adopting  key-

words  of  poetry  and  then  generates  each  line  by  en-

coding the keywords and poems together based on the

Encoder-Decoder model[3].

● Delib (Deliberation-Based  Method).  This  meth-

od  is  firstly  designed  for  machine  translation,  which

also has two levels of decoders and adopts the deliber-

ation  mechanism  in  the  Encoder-Decoder  model[47].

Compared with this baseline Delib[47], it can intuitive-

ly  demonstrate  the  effect  of  our  proposed  method

RPG.

● AtoS.  The  aesthetics-to-semantics  method  has

two stages of decoders. The first-stage decoder gener-

ates a coarse line conformed to the aesthetics, and the

second-stage decoder polishes the coarse line to a fine

line in consideration of the semantics.

● StoA.  This  is  the  other  realization  of  our  pro-

posed  method  RPG.  Conversely,  the  first-stage  de-

coder generates a coarse line conformed to the seman-

tics, and the second-stage decoder perfects the coarse

line to a fine line met with the aesthetics. 

4.4    Evaluation

We compare AtoS and StoA with the four afore-

mentioned  comparison  methods  (i.e.,  SMT[2],

ANMT[9], PPG[3], and Delib[47]) in both human evalu-

ation  metrics  and  automatic  evaluation  metrics.

Specifically,  the  human  evaluation  metrics  are  com-

posed of four dimensions (i.e., poeticness, fluency, co-

herence, and meaning), and the automatic evaluation

metrics  are  composed  of  bilingual  evaluation  under-

study (BLEU)[57] and the tone-rhyme metrics. 

4.4.1    Human Evaluation

First,  we  evaluate  the  generated  poems  by  an-

cient poetry experts. This evaluation method is com-

monly used in poetry generation. Followed by related

work[3, 11, 30], we evaluate the quality of generated po-

ems through these metrics.

● Poeticness. The generated poem follows the tone

and rhyme restrictions.

● Fluency. The poem reads smoothly and fluently.

● Coherence. The poem is coherent across lines.
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● Meaning. The poem has a certain meaning and

artistic conception.

We invite five experts to evaluate all the methods

in these metrics with a rating from 1 (the worst score)

to 5 (the best score). Particularly, to make a fair com-

parison, we shuffle all the methods' generated poems,

i.e., the experts do not know each poem's source. It is

worth  noting  that  the  experts  are  members  of  the

China Traditional Culture Studies Association of An-

hui Province, and they have extensive knowledge and

expertise in Chinese classical poetry. 

4.4.2    BLEU-Based Evaluation

Second,  we  adopt  the  metric  BLEU  as  an  auto-

matic evaluation metric, which is popular in machine

translation and can effectively evaluate the quality of

machine-translated text from one natural language to

another. Recently, it has been widely used in evaluat-

ing poetry generation[2, 11, 49]. In this paper, we adopt

BLEU-1,  BLEU-2,  and  BLEU-3  as  our  metrics  to

evaluate the performance of all the methods. 

4.4.3    Tone-Rhyme Evaluation

As  mentioned  before,  we  generate  Chinese  classi-

cal  poetry by considering the semantics  and the aes-

thetics  of  poems  simultaneously.  It  stimulates  us  to

evaluate the tone-rhyme rules. Specifically, we design

(8)  and  (9)  to  evaluate  whether  the  method  has  the

same tone-rhyme rules with the test set: 

q1 =
l=L∑
l=1

Tl∑
i=1

q1,i

Tl

,
(8)

 

q2 =
l=L∑
l=1

Tl∑
i=1

q2,i

Tl

,
(9)

L Tlwhere  is the number of poems in the test set and 

q1,i q2,i

i

q1,i
q2,i

is the number of characters of each poem in the test

set;  and  represent  whether  the  tone  and  the

rhyme  of  generations  are  the  same  as  those  of  each

character in real poems, respectively. If the -th char-

acter's tone or rhyme of generations is the same with

that of the corresponding character in real poems, 

or  equals 1; otherwise 0. 

4.4.4    Entropy and KL Divergence Evaluation

Neural  Encoder-Decoder  models  tend  to  generate

commonplace characters (e.g., the most-frequent char-

acters  in  poems)  regardless  of  the  input.  Intuitively,

the energy of real poems is the highest among all the

methods.  The  more  the energy  of  the  word  distribu-

tion  generated  by  the  methods,  the  more  diversified

the  methods.  Also,  the  word  distribution  should  be

close  to  the  true  distribution.  Hence,  we  adopt  the

metrics (i.e., entropy and KL divergence) to evaluate

the generated quality of all the methods. 

4.5    Results

Given the first line of a 5-char or 7-char real po-

em, all the methods generate the remaining lines. Be-

sides being driven from a real poem, the first line al-

so  can  be  generated  by  some  methods[3, 11].  The  hu-

man and automatic evaluation results are exhibited as

follows. 

4.5.1    Human Evaluation Results

The human evaluation results are demonstrated in

Table 2, and the bold value of the table is the best re-

sult of each column (so do all the other tables in this

paper). We randomly choose 20 5-char poems and 20

7-char poems in the test set to evaluate.

Based  on  the  results  in Table 2,  we  can  observe

that  our  proposed  AtoS  and  StoA  perform  the  best.

Specifically,  the  methods  based  on  the  Encoder-De-

coder  model  perform  better  than  the  SMT  method,
 

Table  2.    Human Evaluation Results on 5-Char and 7-Char Quatrains

Method Poeticness Fluency Coherence Meaning Average

5-Char 7-Char 5-Char 7-Char 5-Char 7-Char 5-Char 7-Char 5-Char 7-Char

SMT[2] 3.40 3.30 2.90 2.73 2.55 2.35 2.53 2.22 2.85 2.65

ANMT[9] 4.05 4.48 4.30 4.30 4.23 4.23 4.01 4.05 4.15 4.27

PPG[3] 4.28 4.55 4.30 4.18 4.20 4.23 3.78 3.98 4.14 4.24

Delib[47] 4.30 4.70 4.45 4.48 4.30 4.58 4.10 4.30 4.29 4.51

AtoS 4.83 4.70 4.67 4.57 4.50 4.57 4.67 4.33 4.66 4.54

StoA 4.63 4.90 4.57 4.50 4.33 4.59 4.30 4.59 4.45 4.64
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which  demonstrates  the  Encoder-Decoder  model

based  methods  can  better  capture  the  semantics  of

poems.  PPG  and  ANMT  perform  almost  the  same

and  the  deliberation  method  (i.e.,  Delib)  is  slightly

better  than  them.  It  can  indicate  that  the  polishing

process plays an important role in poetry generation.

Particularly,  AtoS  and  StoA are  better  than  the  de-

liberation  method,  which  proves  that  our  two-stage

method  RPG  can  better  handle  the  poetry  genera-

tion problem and generate higher-quality poems. And

on 5-char poems, AtoS performs the best in the four

metrics.  Interestingly,  StoA  is  slightly  better  than

AtoS on 7-char poems generation.  Besides,  in poetic-

ness,  StoA  and  AtoS  get  almost  full  marks.  This

strongly  indicates  that  RPG  can  better  handle  the

tone  and  rhyme  problems  than  baselines.  Overall,

RPG can generate a higher quality of Chinese poems

compared  with  the  baselines  and  better  capture  the

semantics and aesthetics of poetry.

Besides, the poeticness result of StoA on 5-char is

4.63 and that on 7-char is 4.90, which means that the

poeticness increases as the characters' length increas-

es.  This  also  demonstrates  that  the  tone  sampling

performs better on longer sentences. Furthermore, the

results of StoA and Delib (i.e., StoA on 5-char and 7-

char   is  4.63  and 4.90  respectively;  Delib  on  5-char

and 7-char is 4.30 and 4.70 respectively) demonstrate

that the sampling method plays a positive role in gen-

erating Chinese quatrains. 

4.5.2    BLEU-Based Results

The  BLEU-based  evaluation  results  are  demon-

strated  in Table 3.  According  to  the  results,  we  can

observe that our methods AtoS and StoA significant-

ly  outperform  the  competitors  in  generating  5-char

and 7-char quatrains. The results are relatively consis-

tent  with  the  human  evaluation  results  as  shown  in

Table 2.  Specifically,  ANMT  and  Delib  have  similar

performance,  and  SMT  is  worse  than  the  methods

based on the Encoder-Decoder model. In the BLEU-1

evaluation  results,  AtoS  achieves  the  best  result

against the others, PPG is the second-best, and StoA

achieves  the  third  when  generating  5-char  quatrains.

As for generating 7-char quatrains, StoA performs the

best. In the BLEU-2 evaluation results, AtoS outper-

forms  all  the  other  comparison  methods  on  both  5-

char and 7-char quatrains. In the BLEU-3 evaluation

results,  AtoS  performs  the  best  on  5-char  quatrains

while  StoA  achieves  the  best  result  on  7-char  qua-

trains. In a word, we can observe that AtoS is good at

generating  5-char  quatrains,  while  StoA  has  its  ad-

vantages  in  generating  7-char  quatrains.  Although

PPG does a good job in BLEU-1 and BLEU-2, as the

number of characters increases, PPG performs poorly.

On this basis, we can draw a conclusion that our

proposed RPG has better control of the semantics. 

4.5.3    Tone-Rhyme Results

We  report  the  tone-rhyme  evaluation  results  as

shown in Table 4.
  

Table  4.    Tone-Rhyme Results on Quatrains

Method q1 q2

5-Char 7-Char 5-Char 7-Char

SMT 0.53 0.54 0.07 0.14

ANMT 0.69 0.73 0.50 0.80

PPG 0.69 0.72 0.38 0.66

Delib 0.68 0.73 0.48 0.72

AtoS 0.82 0.80 0.71 0.85

StoA 0.69 0.75 0.52 0.82

 

The results also show that AtoS and StoA achieve

the  best  performance  and  are  relatively  consistent

with  the  above  results.  Specifically,  AtoS  is  the  best

one,  followed  by  StoA.  SMT  is  worse  than  the  En-

coder-Decoder model based methods. The poems gen-

erated  by  our  proposed  RPG  are  more  aesthetic,  in

yielding  improvements  in  poeticness  (tone  and

rhyme),  which  confirms  the  effectiveness  of  RPG.

Note that,  for  AtoS and StoA, the results  are  differ-

ent from human evaluations of poeticness. As a mat-

ter of fact, the designed metrics evaluating poeticness

for  models  cannot  fully  reflect  the  true  feelings  on

generated poems' poeticness of human experts, which

is what makes the results different. In future work, we

need  to  design  more  appropriate  metrics  to  evaluate

the performance in the tone and rhyme restrictions. 

 

Table  3.    BLEU-Based Results on Quatrains

Method BLEU-1 BLEU-2 BLEU-3

5-Char 7-Char 5-Char 7-Char 5-Char 7-Char

SMT 3.02 3.14 1.07 1.63 0.74 0.84

ANMT 6.50 6.32 2.50 2.08 1.21 0.82

PPG 7.33 7.55 2.79 2.53 0.83 0.91

Delib 6.51 6.23 2.46 2.04 1.24 0.85

AtoS 7.64 6.86 3.31 2.56 1.65 0.95

StoA 6.97 7.58 2.51 2.35 1.08 1.04
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4.5.4    Entropy and KL Divergence Results

The  entropy  and  KL  divergence  evaluation  re-

sults  are  shown  in Table 5.  To  understand  all  the

methods'  results  more  intuitive,  we  exhibit  the  en-

tropy  value  of  the  truth  distribution  of  real  poems

from the test dataset, denoted as “Truth” in Table 5.

The  results  also  reveal  that  AtoS  and  StoA  outper-

form the baselines. Specifically, in entropy, AtoS per-

forms  the  best  on  both  5-char  and  7-char  quatrains

(e.g.,  AtoS on 5-char  and 7-char  is  6.17  and 6.09 re-

spectively).  In KL divergence, AtoS achieves the best

performance  on  5-char  quatrains  and  StoA  outper-

forms the others on 7-char quatrains. These observa-

tions  show  that  our  proposed  RPG  is  more  diverse

and closer to the truth distribution.
 
 

Table  5.    Entropy and KL Divergence Results

Method Entropy KL Divergence

5-Char 7-Char 5-Char 7-Char

SMT 5.64 5.75 0.38 0.42

ANMT 6.11 5.92 0.28 0.42

PPG 6.12 6.07 0.29 0.41

Delib 6.10 5.96 0.32 0.42

AtoS 6.17 6.09 0.26 0.36

StoA 6.14 6.02 0.27 0.34

Truth 6.75 6.80 0.00 0.00
 

In  conclusion,  the  experimental  results  have

shown that our proposed RPG delivers  the best  per-

formance  in  both  the  automatic  evaluation  metrics

and  human  evaluation  metrics,  especially  in  yielding

consistent  improvements  in  tone  and  rhyme,  which

strongly  demonstrates  the  effectiveness  of  the  two-

stage polishing mechanism with different focuses  and

the prior knowledge adopted. 

4.6    Examples

D2

D1

D2

D1 D2

D1

D2

D2

Table 6 and Table 7 show  examples  of  the  two-

stage generation process for 5-char and 7-char poems

by AtoS and StoA, respectively. Given the first line of

a poem, AtoS and StoA generate the remaining lines.

And combining all lines, we can get the whole poem.

Obviously,  the  results  show that  poems generated  in

the  stage  are  more  semantic  and  aesthetic  than

those  in  the  stage.  For  example,  in Table 6,  the

poems  generated  in  the D1 stage  are  poetic  but  not

fluent,  as  AtoS  first  deliberates  the  aesthetics  and

then refines the semantics. In Table 7, poems generat-

ed in the  stage are more poetic than those in the

 stage. The reason is that  can access the global

information  contained  in  the  draft  generated  by ,

and  then  can  refine  the  draft  under  the  restric-

tions of tone and rhyme. Therefore,  can output a

more poetic poem.

To  better  perceive  the  generated  quality  of  AtoS

and StoA, we develop a demo website①. On this web-

site, users can input the first line (with a 5-char line
 

Table  6.    Examples of AtoS

Stage 5-Char Poem 7-Char Poem

D1 平生偏好酒, (*PPZZ)
I like drinking,

一梦奢华去不还, (*ZPPZZP)
Luxury dreams are gone,

今日不胜愁. (*ZZPP)
What a sad day.

空余残雪满空山. (*P*ZZPP)
leaving the mountain with snow.

一夜风吹起, (*ZPPZ)
Wind blows all night,

如何不是长安道, (*P*ZPPZ)
Why not take Chang'an road?

满山云际流. (ZP*ZP)
Cloud flows across mountains.

惟有青青白玉盘. (*ZPPZZP)
Only the pale moon knows.

D2 平生偏好酒, (*PPZZ)
I like drinking,

一梦奢华去不还, (*ZPPZZP)
Luxury dreams are gone,

今日独登楼. (*ZZPP)
I climbed on a building alone.

空余残雪满空山. (*P*ZZPP)
leaving the mountain with snow.

有酒能相醉, (*ZPPZ)
Drinks can get me drunk,

可怜白发无人识, (*P*ZPPZ)
No one recognizes the old man,

无人可共愁. (PP*ZP)
but no one can share my sorrow.

惟有孤云在目间. (*ZPPZZP)
except the solitary cloud in his eyes.

Note: Red characters indicate the tone or rhyme is wrong.
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①https://airecm.lenovo.com/common/poems/index.html, Oct. 2023. As this demo website is deployed on a non-free cloud serv-
er, this website is out of service in most of the time. If readers want to experience this demo, please send emails to heming01@fox-
mail.com, and we will turn on this demo temporarily.

https://airecm.lenovo.com/common/poems/index.html


or a 7-char line), and then the website can return the

generated poems in real time according to the gener-

ated methods (i.e., AtoS and StoA). Finally, users can

read the generated poems and perceive the generated

quality of the poems intuitively. An example is given

in Fig.4.  Based  on  this  real  demo website,  users  can

perceive the generated quality of poems by AtoS and

StoA intuitively. 

5    Conclusions

In this paper, motivated by the natural process of

poet creation, we proposed RPG to generate Chinese

classical  poetry  via  polishing  the  aesthetics  and  se-

mantics  in an iterative way.  Compared with existing

methods,  our  proposed  RPG  can  appropriately  imi-

tate the human procedure of poet creation and gener-

 

Table  7.    Examples of StoA

Stage 5-Char Poem 7-Char Poem

D1 明月照秋叶, (*ZPPZ)
Moon shines on the leaves,

枫叶千枝复万枝, (*ZPPZZP)
Maple leaves overlap on the branches,

孤舟横夕阳. (PPZZP)
a boat travels in the sunset.

秋风吹雨暗愁思. (*P*ZZPP)
melancholy hides in the wind.

相思不相识, (*PPZZ)
Someone I care is who I forget,

不知何处无人听, (*P*ZPPZ)
I don't know how hide my feelings,

不复不相寻 . (*ZZPP)
thus just let it go.

惟有梅花无限时. (*ZPPPZP)
unless the spring lasts forever.

D2 明月照秋叶, (*ZPPZ)
Moon shines on the leaves,

枫叶千枝复万枝, (*ZPPZZP)
Maple leaves overlap on the branches,

孤舟泊暮潮. (PPZZP)
a boat anchors for the night tide.

秋风吹落鬓毛丝. (*P*ZZPP)
autumn wind blew off my thining hair.

相望烟水外, (*PPZZ)
I look through the water surface,

不知何处山中路, (*P*ZPPZ)
Where was a path,

何处是渔樵. (*ZZPP)
to find where is my destiny.

曾向西湖看月时. (*ZPPZZP)
led me to the West Lake's moon.

Note: Red characters indicate the tone or rhyme is wrong.

 

Fig.4.  Example of generated poems.
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ate  higher-quality  poems  via  considering  the  seman-

tics  and  aesthetics  of  poems.  Besides,  the  designed

sampling  method  and  the  gate  can  further  improve

the  quality  of  generated  poems  by  formulating  the

tone  and  rhyme  restrictions.  The  experimental  re-

sults in the evaluation metrics (e.g., the human evalu-

ation metrics, the BLEU-based metrics, and the tone-

rhyme  metrics)  demonstrated  that  our  proposed

method  RPG significantly  outperforms  the  baselines.

For  example,  AtoS achieved the  best  performance  in

the  BLEU-2  metric  (i.e.,  3.31  on  5-char,  2.56  on  7-

char).  In  future  work,  we  will  consider  more  restric-

tions (e.g., phonogram), design a self-adaption polish-

ing  process,  and  explore  semi-structured  or  unstruc-

tured text generation by RPG. 
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