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Abstract—A sequential recommendation has become a hot
research topic, which seeks to predict the next interesting item for
each user based on his action sequence. While previous methods
have made many efforts to capture the dynamics of sequential
patterns, we contend that they still suffer from two inherent
limitations: 1) they fail to model item transition patterns in an
efficient and time-sensitive manner and 2) they are unaware of
the importance of dynamically capturing social influence, result-
ing in suboptimal performance. We introduce a new concept
dubbed socio-sequential recommendation, where the challenge
mainly lies in dynamically modeling social influences and captur-
ing item-to-item transition patterns in a time-sensitive manner.
In light of this, we contribute a novel solution named GCARec
(short for graph-augmented co-attention model), which takes
into account the joint effect of dynamic sequential patterns and
dynamic social influences. GCARec decomposes socio-sequential
recommendation workflow into two steps. First, we adopt a light
graph embedding module to model long-term user preference.
Then, we propose a time-sensitive attention mechanism and a
social-aware attention mechanism to capture dynamic patterns
at sequential-level and social-level, respectively. Extensive exper-
iments have been conducted on eight real-world datasets from
different scenarios, demonstrating the superiority of GCARec
against several state-of-the-art methods. The codes and datasets
have been released at: https://github.com/wubinzzu/GCARec.

Index Terms—Attention mechanisms, graph convolutional
networks, sequential recommendation, social influence.

I. INTRODUCTION

IN THE era of information overload, the personalized
recommendation has been an essential component in vari-

ous commercial applications, which could push personalized
information for customers and increase great profits for con-
tent providers. Learning users’ preferences toward items from
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historical interaction records is the core of a personalized
recommendation. Traditional recommender systems usually
model and understand user behaviors in a static manner, ignor-
ing the fact that user interests generally shift over time. In
recent years, due to the high practicability, sequential rec-
ommendation greatly attracts academia and industry concerns.
Many efforts toward this task have been devoted to developing
various sequential models, such as Markov chains (MCs) tech-
niques [1], [2], recurrent neural networks (RNNs) [3], [4], con-
volution neural networks (CNNs) [5], [6], and self-attention
mechanisms [7], [8]. Nonetheless, the existing sequential rec-
ommenders mainly capture item transition patterns within
individual sequence, which is not expressive enough to model
short-term user interest especially for cold-start users.

With the popularity of social networks, lots of platforms
like Douban and Epinions encourage users to enjoy online
entertainment and exchange experiences with their friends.
According to social influence and homophily theories [9], [10],
social relations play a crucial role in recommending suitable
items for each user. This refers to social recommendation [11],
[12], [13], which exploits social relations to alleviate two key
challenges of a modern recommendation: 1) data sparsity and
2) cold start. Recent years have witnessed the rapid evolution
of this direction, spanning from the early factorization-based
models [11], [14], to neural social recommenders [15], [16],
and the recent graph neural networks (GNNs)-based meth-
ods [17], [18]. Despite their promising results, existing social
recommendations forgo the sequential information of user
behaviors, which may lead to suboptimal performance.

To our knowledge, very limited efforts have been devoted
to leverage social relationships for improving the sequential
recommendation performance. A recent one is DGRec [19]
which models dynamic sequential patterns with a long short-
term memory unit and captures static social influences with an
attention-based GNN. Another attempt [20] adopts an attentive
RNN to model dynamic user interests and an attention mech-
anism to capture social influences. Despite their effectiveness,
these two approaches still suffer from the following shortages.

1) Inefficient and Ineffective to Capture Sequential
Patterns: At each time step, such RNN-based recom-
menders rely heavily on the hidden state of the last step
and the current state. In this case, they have difficul-
ties learning nonadjacent transition patterns and utilizing
parallel computation within a sequence. Furthermore,
an underlying assumption made by them is to regard
a user’s action records as an ordered list, neglecting the
time intervals between his last actions and the target
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Fig. 1. Example to illustrate the dynamic social influence of the user’s friends
at different time steps.

item. Intuitively, the closer an item that the user has
visited is to his current time, the more important this
item is for inferring the next action.

2) Neglecting the Importance of Dynamically Capturing
Social Influence: They fail to explicitly explore the
dynamic social influences among different users, which
may result in the suboptimal performance. To illustrate
this limitation, Fig. 1 displays a toy example in the
movie scenario. At time step t1, Lily is looking for a
science fiction movie. Two of her friends: A and B,
have disparate tastes. Considering this context, Lily may
be more influenced by friend A, e.g., decides to watch
the movie “Avatar.” Meanwhile, at time step t2 (e.g., a
Saturday night), she wants to see a romance movie with
her boyfriend. In this case, it makes sense that friend B
may have a higher influence strength for Lily as she is
generally interested in this topic.

Toward this end, we introduce a new concept, i.e., socio-
sequential recommendation. Herein socio refers to social space
and sequential refers to temporal space. A system uses socio-
sequential reasoning to solve the personalized recommenda-
tion problem by simulating how user interests are evolving
with social influences and temporal factors. Furthermore, we
contribute a novel recommender called graph-augmented co-
attention model (GCARec) for the new problem. GCARec
decomposes socio-sequential recommendation workflow into
two steps. First, we adopt a light graph embedding mod-
ule to model long-term user preference. Then, according to
transition relationships amongst items and social relationships
amongst users, we develop a co-attention module to capture
dynamic sequential patterns and dynamic social influences. To
be specific, a time-sensitive attention mechanism is devised to
capture the complicated item transition patterns. On top of
this, we further develop a social-aware attention mechanism
to measure the significance of each friend w.r.t. the current user
tastes. To sum up, the contributions of our work are four-fold.

1) We introduce a new concept: socio-sequential recom-
mendation. To the best of our knowledge, this article is
the first to highlight the importance of simultaneously
exploring dynamic sequential patterns and dynamic
social influences.

2) We contribute a novel solution dubbed GCARec, which
seamlessly integrates social network information and

time-sensitive sequential information into a unified
framework.

3) We develop a co-attention module, which could select
the informative ones from the recent items and differen-
tiate which friends are more significant for inferring the
next action.

4) Extensive experiments are conducted to evaluate our
solution under a wide spectrum of recommendation sce-
narios, demonstrating that GCARec achieves substantial
improvements over several competitive methods. Further
studies verify the explainability of our model benefits
brought by the co-attention module.

The remainder of this work is organized as follows.
Section II reviews several highly relevant previous studies.
In Section III, we formulate our problem to be solved in
this article and present a graph-augmented co-attention model.
Afterward, we conduct experiments to justify the superiority
of GCARec on four real-world datasets in Section IV. Finally,
Section V presents the conclusion and discusses future work.

II. RELATED WORK

Our work is highly relevant to three active research topics:
1) general recommendation; 2) social recommendation; and
3) sequential recommendation.

A. General Recommendation

At the heart of a modern recommendation is to learn the rep-
resentations (also known as embeddings) of users and items
from historical behaviors [21], [22]. From the perspective
of representation learning, previous studies on general rec-
ommendation can be roughly categorized into: instance-level
methods that regard each user–item action record as an isolated
data instance, and graph-level methods that reorganize users’
historical behaviors as a bipartite graph. As one of the former
methods, matrix factorization (MF) [23], [24] projects each
user (item) into an embedding and employs a dot product as
the interaction function. Several follow-on studies [21], [25],
[26] replace an inner product with more expressive interaction
functions for learning better representations. For instance, the
convolutional collaborative filtering method [25] replaced an
inner product in MF with an outer product and employed
a CNN to capture the user–item interaction relationships;
the factorized metric learning framework [26] models user
preferences and captures the user–item proximity in a joint
metric space. As one of the graph-level methods, the neural
graph collaborative filtering (NGCF) framework [27] explic-
itly exploited high-order connectivity to refine the user and
item embedding learning. Subsequently, He et al. [22] proved
that the nonlinear feature transformation in NGCF had a neg-
ative effect on the recommendation performance and devised
a light graph convolution network.

Our solution differs from the above methods in two points.
On the one hand, they model user behaviors in a static manner
and fail to capture short-term user interest, which may result in
the suboptimal performance. On the other hand, these works
forgo the social influences among different users, which is

Authorized licensed use limited to: HEFEI UNIVERSITY OF TECHNOLOGY. Downloaded on August 29,2024 at 09:52:19 UTC from IEEE Xplore.  Restrictions apply. 



WU et al.: GRAPH-AUGMENTED CO-ATTENTION MODEL FOR SOCIO-SEQUENTIAL RECOMMENDATION 4041

insufficient to obtain high-quality user representations espe-
cially for inactive users. We seek to solve the two defects
with a co-attention module, which explores the joint effect of
dynamic sequential patterns and dynamic social influences.

B. Social Recommendation

Living in the social communities, people usually seek sug-
gestions from their friends before making a decision. As a
matter of fact, some works have converged that user prefer-
ence is impacted by his neighbors with homophily and social
influence theories [9], [10]. In recent years, the social recom-
mendation has already become a popular research direction
by exploiting social influence among users. To implement this
idea, factorization-based works [13], [14], [28] represent social
connections among users as a co-occurrence matrix, which is
decomposed as well as user preference matrix; regularization-
based approaches [11], [12], [15] guide the user embedding
learning by utilizing a graph Laplacian regularization on the
social network; sampler-enhanced approaches [29], [30] mod-
ify the fundamental assumption of the Bayesian personalized
ranking (BPR) framework by modeling social relationships.

Recently, inspired by graph representation learning, a trend
in social recommendation augments the user embedding learn-
ing with GNNs. Specifically, Wu et al. [17] formulated the
neural influence diffusion framework, which adopts two graph
convolution layers to simulate the social influence propagation
process. Later on, Liu et al. [31] proposed a high-order social
recommender to exploit the “word-of-mouth” influence propa-
gation in the social media. Recently, Wu et al. [18] formalized
an efficient adaptive graph convolutional network (EAGCN),
which jointly explores high-order neighbors reflected in two
interaction graphs. Although great progress has been obtained,
few works have explicitly explored the dynamic social influ-
ences, which is the major concern of this article.

C. Sequential Recommendation

A sequential recommendation has greatly attracted
academia and industry concerns due to its practicability in
various commercial applications [32], [33]. The early pioneer
work for sequential recommendation is the FPMC method [1],
which combines MF to capture long-term user preference
and personalized MCs to capture sequential effects. Since
it was introduced, FPMC has witnessed several evolutions,
including translation-oriented recommender (TransRec) [2],
attentive translation model (ATM) [34], multiorder attentive
neural method [35], and self-attention-based sequential
recommender (SASRec) [7], among others. Borrowing from
sequence modeling in natural language processing, RNN-
based methods [3], [4] have also been introduced to capture
sequential user behaviors. For instance, Hidasi et al. [3]
adopted the gated recurrent unit to predict the probability of
an item being the next one. Furthermore, several CNN-based
methods have shown competitive performance in dense
datasets. In particular, Tang and Wang [5] developed a
method called Caser that departs from the RNN module and
captures sequential dynamics by adopting horizontal and
vertical convolutional filters. Subsequently, Yan et al. [6]

extended the Caser architecture by a 2-D convolutional
network to learn local features and aggregated interactions
among nonadjacent items in a feedforward manner. These
methods only utilize sequential patterns without considering
the social influences among different users, and thus they are
insufficient for socio-sequential recommendation. Currently,
very limited attempts exist in combining social relationships
with a sequential recommendation to date. As an early
attempt, Sun et al. [20] proposed the attentive recurrent social
recommender, which employs an attentive RNN to model
dynamic user preference and a standard attentive operation
to capture social influences. The solution that is closest to
this article is DGRec [19], which introduces a dynamic GNN
for session-based social recommendation; it models dynamic
sequential patterns with an RNN and captures static social
influences with an attention-based GNN.

Despite effectiveness, we contend that the aforementioned
methods still suffer from three defects: 1) they usually capture
long-term user preference with a simple and crude embedding,
which may be not sufficient to yield satisfactory long-term
user representations; 2) such methods regard a user’s action
sequence as an ordered list, neglecting the time between his
last actions and the target item; and 3) they capture social influ-
ence in a static way, which is suboptimal and nonextendable
in real-world scenarios.

III. PROBLEM FORMULATION AND PROPOSED MODEL

In this section, we contribute a new model named GCARec,
which explores the dynamics of sequential patterns and social
influences for socio-sequential recommendation. First, we pro-
vide the formalization of our problem to be solved in this work.
Then, we elaborate on how GCARec models long-term user
preference and short-term user interest. As illustrated in Fig. 2,
there are four parts in our architecture: 1) embedding initial-
ization; 2) linear graph convolution module; 3) co-attention
module; and 4) model prediction. Finally, we provide the
model size and discuss the time complexity.

A. Problem Formulation

In this work, all vectors and matrices are denoted by bold
letters (e.g., e and W). We use uppercase calligraphic let-
ters to denote sets (e.g., U). For ease of presentation, several
main symbols and the corresponding explanations are put into
Table I.

Typically, we have the user set U and the item set I.
Given the target user u ∈ U , we represent his sequen-
tial action records as Su = {Su

1 , . . . ,Su
t−1, . . . ,Su

|Su|}, where
Su

t−1 ∈ I and |Su| denotes the number of user u′s actions.
Apart from his action sequence Su, we have social relation-
ships Fu = {(u, v)|u, v ∈ U}, where the pair (u, v) indicates
that there is a social connection from user u to user v.

Modeling and understanding the complicated interaction
relationships between users and items lie at the core of a
personalized recommendation. Specifically, modeling user-to-
item relationships could answer the question “What kind of
item would the target user like?”; capturing item-to-item tran-
sition patterns helps find out which type of shoes match the
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Fig. 2. Illustration of our GCARec framework.

TABLE I
NOTATIONS

skirts just bought; and understanding user-to-user interactions
helps explain why the user favors a certain item at a specific
time stamp. In this work, we concentrate on the item recom-
mendation problem, where we observe whether a user visited
an item. Formally, our task can be formalized as follows.

Definition 1 (Socio-Sequential Recommendation):
Input: User set U , item set I, each user u ∈ U who has

an action sequence Su = {Su
1 ,Su

2 , . . . ,Su
|Su|}, and a friend set

Fu ⊆ U .
Output: Derive a top-N list of items from I/Su that user u

has not visited before but may interact with them in the future.
In Fig. 3, we provide a visual comparison of socio-

sequential recommendation and alternative recommendation
tasks.

B. Embedding Initialization

Similar to mainstream sequential recommendations [7],
[36], [37], we apply one-hot encoding for each user/item and
encode them with a dense vector. In particular, given a user
u and an item i, this module produces their embeddings as

(a) (b)

(c) (d)

Fig. 3. Visual comparison of general, social, sequential, and socio-sequential
recommendations.

e(0)
u ∈ R

D and e(0)
i ∈ R

D, where D represents the dimension-
ality of an embedding. Note that the superscript “(k)” denotes
a layer index, indicating the embeddings are generated from
the kth graph convolution layer; the superscript “(0)” is the
initialized embeddings. Following DGRec [19] and hierarchi-
cal gating networks (HGNs) [37], we additionally encode item
i with an embedding vi ∈ R

D to capture sequential patterns,
and each user with a vector qu ∈ R

D to capture social influ-
ence. As such, we could get three embedding matrices for all
items and users

E =
[
e(0)

u1
, . . . , e(0)

u|U | , e(0)
i1

, . . . , e(0)
i|I|

]

Q =
[
qu1

, . . . , qu|U |

]
, V = [

vi1 , . . . , vi|I|
]

(1)
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where [·] denotes the concatenation operation. In the following
sections, we present how to refine the above embeddings via
other modules.

C. Linear Graph Convolution Module

In previous sequential recommenders, such as FPMC [1],
SASRec [7], and HGN [37], the initialized user embeddings
[i.e., e(0)

u ] are directly utilized to capture long-term user prefer-
ences. Despite the simplicity, we contend that such a manner is
not sufficient to achieve satisfactory recommendation results.
The key reason is that these methods only explore the observed
direct interaction relationships and fail to capture high-order
proximity between users and items. In real-world applica-
tions, the main obstacle of a modern recommender system
lies in the data sparsity problem. Without explicitly exploiting
the collaborative signals, it is nontrivial to get high-quality
users’ representations especially for inactive users. Luckily,
recent developments about GNN-based methods [22], [38],
[39] shine some light on alleviating this issue. Inspired by
LightGCN [22], we refine the initialized embedding matrix E
by a light graph convolution module. To be specific, such mod-
ule includes two parts: 1) neighbor aggregation, which learns
each node embedding by linearly aggregating the features of
its neighbors and 2) layer combination, which gathers the
more representative information from multihop neighbors and
helps mitigate the oversmoothing problem. In what follows,
we elaborate these two ingredients.

1) Neighbor Aggregation: To explicitly exploit collabora-
tive signals between users and items, GNN-based recom-
menders usually gather features from their neighbors by
performing a neighbor aggregation operation. Taking a user
node as an example, the kth layer of a graph propagation
module can be abstracted as

e(k)
u = fpropagate

(
e(k−1)

u ,
{

e(k−1)
i |i ∈ Su

})
(2)

where fpropagate is a propagation function. Most of the GNN-
based methods can be achieved under this architecture by
adopting different aggregators, such as weighted summa-
tion [40], bi-interaction operation [27], and the self-attention
mechanism [41]. Recently, several studies [22], [42] have
pointed out that the two common operations in fpropagate—
nonlinear activation and feature transformation—have no pos-
itive effect for recommender systems. In light of this, we
apply the simplest operation—linear aggregator. Formally, we
rewrite (2) as follows:

e(k)
u =

∑
i∈Su

1√|Su||Ni|e(k−1)
i

e(k)
i =

∑
u∈Ni

1√|Ni||Su|e(k−1)
u (3)

where |Ni| denotes the users that have interacted with item i.
2) Layer Combination: After being propagated through the

K times, we obtain two embedding sets for user u and item
i, namely {e(0)

u , . . . , e(K)
u } and {e(0)

i , . . . , e(K)
i }. To avoid over-

smoothing, we average these embeddings to attain the final
representations

e∗
u = 1

K + 1

∑K

k=0
e(k)

u ; e∗
i = 1

K + 1

∑K

k=0
e(k)

i . (4)

D. Co-Attention Module

As the long-term user preference modeling has been dis-
cussed in Section III-C, how to capture short-term user interest
is a key for improving the recommendation performance.
Toward this goal, we explore dynamic patterns from two
levels, i.e., sequential and social. As described in the intro-
duction, the former aims to select the informative items that
could better reflect the user’s current taste. Continuing the ear-
lier example, at time step t1, Lily may pay more attention on
the movies “WALL·E” and “Transformers” than the movie
“Flipped.” Moreover, the closer an item that the user has vis-
ited is to his current time, the more important this item is
to predict the next action. On the other hand, the latter aims
to capture dynamic social influences among different users.
For instance, at time step t1, friend A may have a higher
influence strength for Lily; at other time steps (e.g., t2), this
case is quite the opposite. In light of this, we design a co-
attention module to model short-term user interest, including
the time-sensitive attention mechanism that captures dynamic
sequential patterns and the social-aware attention mechanism
that captures dynamic social influences. More details are
explained as follows.

1) Time-Sensitive Attention: For each user, we extract
successive L items as input and the next item i as the
predictive target, where {Su

t−L, . . . ,Su
t−1} forms the L-order

MCs. Formally, the user u’s taste at time step t could be
abstracted as

zu(t) = fagg
(Su

t−L, . . . ,Su
t−1

)
(5)

where fagg is an aggregation function, which aims to integrate
the L-order MCs into a vector. Careful readers may realize
that the maximum or average operation can be directly
applied. Unfortunately, these two strategies fail to differ-
entiate the importance of each candidate item for inferring
the next action. For instance, the user u’s watch history
is Su = {(i1, Fed 26th), (i2, Fed 26th), (i3, Fed 26th)};
and the user v’s watch history is Sv =
{(i1, Fed 16th), (i2, Fed 20th), (i3, Fed 22nd)}. Although
the interactions of the two users have the same sequential
order, it is reasonable to transmit more information from Su

to u’s short-term interest than from Sv to v’s. That is because
user u watched these movies within one day, while user v
produced these actions in one week. Nevertheless, most of
the recent recommenders (e.g., HGN [37], SASRec [7], and
DGRec [19]) regard the two cases as the same because they
only focus on the sequential order (i.e., relative position).
To tackle this problem, we devise a time-sensitive attention
mechanism, which is a personalized and time interval-aware
manner, to determine the contribution ratio of each item from
L-order MCs. Given the current timestamp Tu

t of user u, we
introduce a time interval feature as follows:

δ(u, t − l, t) = φ
(
wδ log

(
Tu

t − Tu
t−l

) + bδ

)
(6)
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where wδ, bδ ∈ R
D and φ(·) is the tanh function. The time

interval feature δ(u, t− l, t) encodes the absolute temporal dis-
tance between time step t − l and time step t. On top of this,
the attention vector is formalized as follows:

h(u, l, t) = φ
(

vSu
t−l

W1 + δ(u, t − l, t)W2 + b
)

(7)

where W1, W2 ∈ R
D×D and b ∈ R

D are the learnable
parameters to distill useful information. To reduce the model
parameters and achieve the personalized schema, we employ
the embedding e∗

u as the context vector. Hereafter, we obtain
the weight value α(u, l, t) as the normalized affinity between
h(u, l, t) and e∗

u by applying the softmax function

α(u, l, t) = exp
(
e∗

uh�(u, l, t)
)

∑L
g=1 exp

(
e∗

uh�(u, g, t)
) . (8)

After obtaining the attention weights, we can rewrite (5) as
follows:

zu(t) =
L∑

l=1

α(u, l, t) · vSu
t−l

. (9)

2) Social-Aware Attention: Successfully capturing social
influence is a key for a socio-sequential recommendation, since
dynamically modeling social relations among different users
could help explain why the user favors a certain item at a
specific timestamp. Nevertheless, most of the recent works
either do not exploit social relations (e.g., ATM [34], SR-
GNN [43], and SASRec [7]) or capture social influence in a
time-insensitive manner (e.g., DiffNet [17] and EAGCN [18]).
Indeed, it is nontrivial to do it well. Let us continue the earlier
example in Fig. 1. When Lily considers whether she watches
the movie “Avata,” she might put more attention weight on
friend A; this is because friend A has just seen the movie
and also watched lots of other science fiction movies like
“Inception” and “Transformer.” At time step t2, the influ-
ence of friend A is relatively low. The reason may be that
friend A watched very few romance movies in her consumed
records. Therefore, friend A has less contribution on the target
user decision making. As such, we settle the above chal-
lenge by borrowing the idea from attention mechanism [7],
[34], a natural way that explores user’s varying attentions on
his/her friends. In this regard, we devise a social-aware atten-
tion mechanism to distinguish the significance of each friend
for predicting the next action of a given user. The attention
vector is formalized as follows:

h(u, v, t) = φ
(
zu(t)W3 + qvW4 + b′) (10)

where W3, W4 ∈ R
D×D and b′ ∈ R

D are the learnable param-
eters. Same as (8), we also apply the embedding e∗

u as the
context vector. Hereafter, we obtain the weight value α(u, v, t)
as the normalized affinity between h(u, v, t) and e∗

u by adopting
the softmax function

α(u, v, t) = exp
(
e∗

uh�(u, v, t)
)

∑
g∈Fu exp

(
e∗

uh�(u, g, t)
) . (11)

After obtaining the social-aware attention weights, we can
compute the influence strength of the user’s friends as follows:

yu(t) =
∑

v∈Fu

α(u, v, t) · qv. (12)

E. Model Prediction and Training

1) Model Prediction: After performing the linear graph
convolution module and the co-attention module, we get the
long-term user representation e∗

u and sequential dynamics zu(t)
and social dynamics yu(t). Finally, we can compute the user
u’s preference on item i

r̂u,t,i = μi + (
e∗

u + zu(t) + yu(t)
)� · e∗

i (13)

where μi captures the overall item popularity.
2) Model Training: Given user u, his friends Fu, and

the recent actions {Su
t−L, . . . ,Su

t−1}, we can compute the
probability of item i being the next interacted one as follows:

Pr
(
i|u,Su

t−1, . . . ,Su
t−L

) = σ
(̂
ru,t,i

)
(14)

where σ(x) = 1/(1 + e−x). Consequently, we train GCARec
by optimizing the following objective:

L = −
∑

u∈U
∑|Su|

t=L+1
log

(
σ
(̂
ru,t,i

))

+
∑

j∈I\Su
log

(
1 − σ

(̂
ru,t,j

)) + λ‖�‖2 (15)

where λ is a regularization hyperparameter, and � is the set of
the model parameters. We adopt the uniform sampling strategy
to select the negative instance j from unobserved items I \Su.

F. Model Analysis

1) Model Size: The model parameters of our proposed
GCARec method stem from two portions: �1 = {E, V, Q,μ}
and �2 = {wσ , W1, W2, W3, W4, b, b′}. The former is propor-
tional to the numbers of users and items [i.e., 2(|U |+ |I|)D+
|I|]. The latter is completely independent of the numbers of
users and items (i.e., 4D2 + 3D). Analytically, the model size
of GCARec is comparable to the state-of-the-art method HGN
[i.e., (|U | + 2|I| + L + 1)D + |I| + 2D2], and lighter than
the pioneer model FPMC [i.e., (|U | + 3|I|)D]. To be spe-
cific, on the Epinions dataset (12.7K users and 209.7K items),
when D is set to 64, FPMC and HGN utilize 40.12M and
27.22M parameters respectively, while GCARec has 28.02M
parameters.

2) Time Complexity: It mainly includes three parts. For the
first module, obtaining the embeddings e∗

u and e∗
i has com-

putation complexity O(DK|R+|), where |R+| represents the
scale of user–item interactions. For the time-sensitive attention
mechanism, the time cost of calculating h(u, l, t) is O(D2).
As the denominator of the softmax function in (8) needs to
traverse over L-order MCs, the time cost of computing an
α(u, l, t) is O(D3L). For all users, the time overhead of this
part is O(|U |D3L). Analogously, for the social-aware attention
mechanism, the time cost is O(D3|U ||F̃ |), where|F̃ | denotes
the average number of social relations received by a user.
In a nutshell, the overall time complexity of GCARec is
O(D3|U |(L + |F̃ |) + DK|R+|).
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TABLE II
STATISTICS OF EIGHT DATASETS

IV. EXPERIMENTS

In this section, we perform experiments on eight public
datasets to demonstrate the effectiveness and rationality of our
solution. Through empirical evaluation, we intend to answer
four questions.

RQ1 How does GCARec perform compared with several
state-of-the-art recommendation approaches?

RQ2 How do different modules influence GCARec’s
results?

RQ3 How do different hyperparameter settings impact the
recommendation performance?

RQ4 How does our co-attention module work?

A. Experimental Setup

1) Dataset Description: We perform experiments on a
series of public datasets from different scenarios.

1) Gowalla [44] was collected from gowalla.com, involv-
ing lots of social relationships and check-ins of users at
different locations from February 2009 to October 2010.

2) Ciao [45] was collected from a consumer review web-
site, where users can provide product reviews and assign
trust values to other users.

3) Yelp [44] was provided by the Yelp Challenge and
includes an amount of restaurant businesses and ratings
within different cities.

4) Epinions [29] was collected from a consumer review
website, including an amount of online user ratings from
January 2001 to November 2013.

5) Dianping1 was crawled from a Chinese social network-
based website Dianping, which contains an amount of
consumed records of users in Shanghai and spans from
April 2003 to November 2013.

6) Douban [19] was crawled from www.douban.com, where
users could rate movies, music, and books.

For the above benchmarks, we transform user reviews as
binary feedback and remove users that have less than 5 rat-
ings and 2 social connections. Table II presents the detailed
statistics of the filtered datasets.

2) Evaluation Metrics: Following previous studies [18],
[22], and [27], we utilize the fold-out setting to evaluate
the recommendation quality of competitors and our method.
Specifically, we utilize the absolute timestamps to discriminate
the sequence order of interactions and divide the historical
sequence Su into three portions: 1) the first 70% interac-
tions as training data; 2) the next 10% interactions as the

1https://lihui.info/data/list/

validation set; and 3) the remainder actions for testing. In
our experiments, we evaluate all methods at two commonly
ranking-oriented metrics: 1) recall and 2) normalized dis-
counted cumulative gain (NDCG) [22], [46]. The detailed
computations of Recall@N and NDCG@N are formalized as
follows:

Recall@N = 1

|U |
|U |∑
u=1

|lurec
⋂

lutes|
|lutes|

NDCG@N = 1

|U |
|U |∑
u=1

∑N
a=1

2δu(a)−1
log2(a+1)

∑min{N,|lutes|}
a=1

1
log2(a+1)

(16)

where lurec is the top-N list and lutes denotes the observed items
that user u has visited in the test data. δu(a) is a binary indi-
cator function that equals to 1 if the item at rank a is visited
in the test data, 0 otherwise.

3) Comparing Recommendation-Related Methods: To jus-
tify the effectiveness of GCARec, we adopt eight represen-
tative methods as competitors, including general, social, and
sequential recommendation methods.

1) BPRMF: It optimizes MF with the BPR loss function,
which is a widely used pairwise recommender for the
task of item ranking [47].

2) LightGCN: It is the recent GNN-based recom-
mender [22], which adopts a light graph propagation
module to refine the user and item embedding learning.

3) EATNN: This is a representative social-aware
method [48], which presents a personalized man-
ner to transfer the shared knowledge between the social
domain and the item domain.

4) EAGCN: It is the recent state-of-the-art method for
social recommendation [18], which employs a space-
adaptive graph convolution module to jointly simulate
the recursive diffusion process of user interest and social
influence.

5) FPMC: It is the pioneering work for sequential rec-
ommendation [1], which unifies the strength of an
MF model at modeling long-term user preference and
the power of first-order MC at capturing item-to-item
transitions.

6) ATM: It is an improved version of FPMC, which embeds
all users and items into a transition space and designs a
position-aware attention mechanism to explore the high-
order MCs [34].

7) HGN: It is the recently introduced competitive solution
for sequential recommendation, which embeds a hierar-
chical gating operation to model group-level sequential
dynamics and adopts an item-level product module to
discover the important items.

8) DGRec: This method is closest to our work [19], which
presents a unified solution for session-based social rec-
ommendation; it first utilizes an RNN to model dynamic
sequential patterns and then captures static social influ-
ences with a graph attention network.

4) Hyperparameter Settings: For BPRMF, FPMC, and
ATM, we implemented them with a popular open-source
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TABLE III
PERFORMANCE COMPARISON OF DIFFERENT METHODS w.r.t. RECALL@10 AND NDCG@10. THE COLUMN “IMPROVE” STANDS

FOR THE RELATIVE IMPROVEMENTS THAT GCAREC OBTAINS TO THE UNDERLINE RESULTS

library NeuRec.2 For LightGCN,3 EATNN,4 EAGCN,5 HGN,6

and DGRec,7 we utilize the source codes released by the cor-
responding authors. For all methods, the learning rate is tuned
in {0.0005, 0.001, 0.005, 0.01} and the regularization coeffi-
cient is chosen from {0, 10−5, 10−4, 10−3, 10−2, 10−1, 1, 10}.
For LightGCN and EAGCN, we apply three embedding prop-
agation layers as suggested by the authors. For EATNN, μ is
chosen from {0.01, 0.03, 0.05, 0.07, 0.1, 0.3, 0.5}. For DGRec,
the maximum length of the user action sequence is searched in
{50, 100, 150, 200}. For HGN and ATM, we tune the hyper-
parameter L in {2, 3, 4, 5, 6, 7, 8, 9, 10}. For GCARec,
we implement it with TensorFlow and optimize it with Adam
optimizer. The effect of different hyperparameters L and K is
investigated below.

B. Performance Comparison With State-of-the-Arts (RQ1)

1) Overall Comparison: We first provide the overall
performance of GCARec and other methods in Table III.
Moreover, we conduct the paired t-test between GCARec and
the strongest results (highlighted in underline), indicating that
the improvements are statistically stable and noncontingent
(i.e., p < 0.01). From the table, we have seven findings.

1) BPRMF performs the worst in each of the eight recom-
mendation scenarios. Despite the simplicity of one-hot
encoding, it provides very limited information for user
and item embedding learning. With the same interaction
function and model parameters, LightGCN consistently
surpasses BPRMF on eight datasets by a large margin.
These results show that stacking multiple graph convo-
lution layers could refine user and item representation
learning.

2) EATNN generally achieves better results than BPRMF,
indicating the benefits of explicitly exploiting social
networks in the user embedding learning. Meanwhile,

2https://github.com/wubinzzu/NeuRec
3https://github.com/kuandeng/LightGCN
4https://github.com/chenchongthu/EATNN
5https://github.com/wubinzzu/EAGCN
6https://github.com/allenjack/HGN
7https://github.com/DeepGraphLearning/RecommenderSystems

ECGCN further improves over EATNN on all datasets.
Such improvements might be attributed by a dual-
side graph propagation module, which could explic-
itly exploit collaborative signals and high-order social
relations.

3) Compared with BPRMF, FPMC achieves significantly
better results in all cases, demonstrating that capturing
sequential patterns by first-order MC could improve the
recommendation performance.

4) Compared to FPMC, the performance of DGRec indi-
cates that leveraging social networks in a sequential
recommender has a positive effect on inferring the next
item. However, the empirical results show limited bene-
fits w.r.t. Rcall@10 and NDCG@10; the key reason is
that DGRec fails to dynamically explore social influence
among users for recommender systems.

5) ATM achieves better performance than FPMC on all
datasets. It makes sense that since ATM employs a
position-aware attention strategy to model high-order
MCs, while FPMC only adopts the latest one action to
encode short-term dynamics in sequences. This conclu-
sion is consistent with ATM’s finding [34].

6) HGN consistently outperforms ATM in all cases. To be
specific, HGN improves over ATM w.r.t. NDCG@10
by 3.50%, 47.13%, 48.63%, and 10.10% in Dianping,
Movie, Book, and Music, respectively. This is because
HGN captures both group-level and point-level sequen-
tial patterns by designing a hierarchical gating module,
whereas ATM neglects the effect of group-level sequen-
tial patterns.

7) GCARec consistently yields the best performance under
a wide spectrum of recommendation scenarios. For
instance, GCARec outperforms the strongest results
w.r.t. NDCG@10 by 11.34%, 13.84%, 15.66%, and
4.57% in Epinions, Dianping, Movie, and Book, respec-
tively. We contend that such remarkable performance
gains stem from three portions: a) by embedding a
graph convolution module, GCARec could better capture
long-term user preference, than other sequential recom-
menders that generate the long-term representation of
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Fig. 4. Performance comparison on varying size of the top-N list.

a user only by an initial vector; b) it is necessary to
explore the joint effect of dynamic sequential patterns
and dynamic social influences; and c) our co-attention
module could capture the varying importance of histori-
cal items and differentiate the contribution ratio of each
friend at different times.

So far, Table III has presented the top-10 results.
Nevertheless, we still cannot confirm that how GCARec and
other recommenders perform under different lengths of the
top-N list (e.g., [5, 10, 15, 20, 25]). Toward this end, we dis-
play the Recall@N of our solution versus other competitors
in Fig. 4, and can observe.

1) GCARec and other methods present the same trend in
terms of Recall@N on eight benchmarks. Precisely, with
the increase of N, the Recall values gradually increase.

2) EATNN consistently achieves better results than
BPRMF. It demonstrates that only utilizing user–
item interaction information is not sufficient to estab-
lish informative embeddings of all users and items.
Meanwhile, EAGCN further improves over EATNN by
explicitly exploiting high-order connectivity reflected in
both user–item graph and social graph.

3) FPMC achieves significant improvements over BPRMF
in all cases. This again verifies the necessity of modeling
sequential patterns for recommender systems. As the
variant of FPMC, HGN obtains substantial performance
gains by exploiting high-order MCs.

4) Our solution can always achieve the substantial improve-
ment over other methods in all cases. This demonstrates
that it is very important to dynamically model social
influences and adaptively capture sequential patterns for
providing a high-quality top-N recommendation list.

2) Performance Comparison Under Different Interaction
Sparsity Levels: Except for the overall performance in
Table III and Fig. 5, we also investigate the recommenda-
tion quality of GCARec and other competitors under different
interaction sparsity levels. Following previous studies [18] and
[27], we divide all users into four groups and ensure that

Fig. 5. Performance comparison under different user groups.

the total interaction records over users in each group are the
same. Here, we choose two sparser scenarios (i.e., Ciao and
Epinions) and two denser datasets (i.e., Gowalla and Movie).
Take the Ciao dataset as a case, the length per user sequence in
each group is {≤ 38,≤ 92,≤ 260,≤ 1650}, and ≤ 92 denotes
each user in this group has at least 38 actions and less than
92 actions. In Fig. 5, the background histograms present the
user distribution of each dataset and the lines show the results
w.r.t. NDCG@10 on each group. From the results, we have
two key observations.

1) When users have much less actions, LightGCN con-
sistently surpasses BPRMF on four datasets; mean-
while, EAGCN obtains further performance gains over
LightGCN. It shows that exploring high-order collabora-
tive signals and social relations is beneficial to alleviate
the main obstacle of modern recommender systems—the
data sparsity problem.

2) With the increase of user actions, the NDCG values of
six recommenders increase since there are more train-
ing instances for user preference learning. Moreover,
GCARec still obtains the best results. This indicates the
robustness and superiority of GCARec under different
interaction sparsity levels.
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TABLE IV
ABLATION STUDY ON FOUR DATASETS w.r.t. NDCG@10

C. Ablation Study (RQ2)

To justify the rationality of our solution, we perform an
ablation study in Table IV to evaluate the contribution of each
part. To be specific, BCE stands for the MF model with binary
cross-entropy loss. BCE+G replaces MF with a linear graph
convolution module. On top of BCE, BCE+T only incorpo-
rates the time-sensitive attention mechanism to model item
transition patterns, while BCE+C investigates the joint effect
of dynamic sequential patterns and dynamic social influences
by a co-attention module. Finally, we present GCARec to
illustrate the necessity of unifying different modules. From
Table IV, the main observations are as follows.

1) Without any modules, BCE achieves the worst
performance. This shows that just modeling the direct
user–item relationships is nontrivial to yield high-quality
embeddings of users and items. Jointing analyzing
Tables III and IV, BCE+G consistently surpasses BCE
and LightGCN, showing the effectiveness of explic-
itly exploiting collaborative signals by the linear graph
convolution module.

2) Compared with BCE, the results of BCE+T verify that
capturing user’s varying attentions on L-order MCs is
beneficial for the recommendation performance. On top
of BCE+T, BCE+C achieves further performance gains,
demonstrating the importance of dynamically modeling
social influence for inferring the next item.

3) As expected, GCARec achieves the best results, which
shows that both modules are complementary for obtain-
ing the satisfactory recommendation results. These
results demonstrate the rationality of our solution.

D. Hyperparameter Sensitivity (RQ3)

In this section, we investigate the effect of two vital hyper-
parameters, i.e., the graph convolution layer number K that
decides the representation capacity of long-term user pref-
erence and the Markov order L that plays a pivotal role in
capturing sequential dynamics.

1) Effect of Layer Number K: By performing multiple
graph convolution layers, GCARec could explicitly exploit
topological structure information in the user–item interaction
graph. As such, It is necessary to study the effect of different K
values for our solution. Here, we choose K ∈ {1, 2, 3, 4, 5, 6}
to do experiments and illustrate the performance of GCARec
in Fig. 6. We can observe the following.

1) With the increase of the layer number, GCARec
obtains substantial improvements in all cases. For exam-
ple, GCARec-2 significantly surpasses GCARec-1. We
attribute these performance gains to the effective cap-
turing of collaborative signals; second-order neighbor

Fig. 6. NDCG@10 (y-axis) versus the layer number K (x-axis).

information in user–item graph is beneficial to refine
node embedding learning, especially for inactive nodes.

2) GCARec obtains the optimal results when K reaches a
certain threshold. To be specific, when K = 3 on the
Epinions dataset, our solution achieves the best results.
When further stacking layers, the NDCG values down-
grade quickly. This verifies that 3-order collaborative
relations are sufficient for modeling long-term user pref-
erence on the Epinions dataset. Moreover, stacking more
layers would introduce unnecessary neighbors for the
target node in the embedding learning process, result-
ing in performance degradation. Other studies have also
proved these findings [18], [22], [27], [40].

2) Effect of Markov Order L: In this section, we conduct
GCARec with different Markov orders. The order of MCs
determines the competence of capturing dynamic sequential
patterns. In particular, we vary L from 1 to 7, while keeping
the rest optimal hyperparameters fixed. In Fig. 7, we show the
recommendation performance w.r.t. NDCG@10 and have the
following observations.

1) Jointly analyzing Table III and Fig. 7, the GCARec with
a first-order MC performs better than FPMC in all cases.
This emphasizes the importance of integrating social fac-
tors into short-term user interest module for predicting
the next action.

2) With the increase of L, the model performance grad-
ually goes better. And when L goes beyond a certain
threshold, the NDCG@10 values decrease with a further
increase. This reveals that: a) a small order is sufficient
for providing dynamic contextual information and b) a
larger order may introduce some irrelevant items and
even several negative impacts for capturing short-term
dynamics.

E. Case Study (RQ5)

To clearly demonstrate how our solution works, several
micro-level case studies are presented in Tables V and VI.
We randomly sample two users (i.e., #328 and #796) from
the douban Movie. For each user, they recently visited five
items and had four friends in the social network. From the
two tables, we have three main observations.
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Fig. 7. NDCG@10 (y-axis) versus the Markov order L (x-axis).

TABLE V
CASE STUDIES OF THE TIME-SENSITIVE ATTENTION MECHANISM OF

TWO SAMPLED USERS

TABLE VI
CASE STUDIES OF THE SOCIAL-AWARE ATTENTION

MECHANISM OF THE USER #328

1) For Different Target Users, the Attention Weights of the
Same Items Vary Significantly: For the same user, the
more attentions appear in the end of his action sequence.
This phenomenon justifies that the more relevant an item
is to the user current taste, the closer its position is to the
end of action sequence. Moreover, even though an item
holds the same position in the L-order MCs (i.e., #86
and #1041), the contribution ratios show a marked dif-
ference between two users. To explain the rationality, we
further analyze the timestamps of these actions. The user
#328 watched these movies within two days, while the
user #796 produced these actions in one month. These
findings well validate our motivations (i.e., Fig. 1) in
the introduction, presenting evidence that our solution is
capable of uncovering meaningfully sequential patterns.

2) For a Given User, the Influence Strengths of Different
Friends Vary Significantly at a Specific Timestamp: For
instance, when predicting the user preference at time
step t, GCARec assigns a higher attention weight on
friend #2821 and a lower attention on friend #536. To
analyze the reason, we investigate the action records of
the target user #328 and his friend #2821. In recent days,
such user is obsessed with the science fiction movies,
and his friend #2821 also watched lots of movies on

this topic like “Transformers” and “Avatar.” In this case,
it is reasonable to put a higher attention on friend #2821.

3) For a Given User, the Influence Strengths of the Same
Friend Vary Significantly at Different Time Steps: For
instance, when predicting the user preference at the
timestamp t1, the influence strength of friend #128 is
considerably lower. At another timestamp, this case is
very opposite. According to the douban Movie dataset,
at the timestamp t2, the user watched the romance movie
“Before sunrise” a moment ago. In the observed inter-
actions, friend #128 also watched a series of romance
movies, including “Before sunset” and “Before sunrise.”
Therefore, the attention weight on his friend #128 is rel-
atively higher. These findings well justify our argument
in the introduction, presenting evidence that the social-
aware attention mechanism could capture and infer the
detailed variance of social influence.

V. CONCLUSION AND FUTURE WORK

In this article, we introduce a novel concept of socio-
sequential recommendation, which highlights the importance
of dynamically modeling social influences and adaptively cap-
turing item transition patterns in a sequence. Toward this end,
we develop an effective solution, named the graph-augmented
co-attention model (GCARec), to explore the joint effect of
dynamic social influences and dynamic sequential patterns. In
particular, our solution includes two key modules: 1) a linear
graph convolution module that models long-term user pref-
erence and 2) a co-attention module that differentiates the
contribution ratio of each item in the L-order MCs and each
friend for predicting the next interesting item. Remarkably,
such two modules are easily implemented, plug-and-play, and
could be integrated into different social or sequential recom-
mendations. Extensive experiments have been made under a
wide spectrum of recommendation scenarios. The empirical
results demonstrated that GCARec significantly surpasses over
several state-of-the-art methods. Furthermore, we performed
qualitative studies of time-sensitive and social-aware attention
mechanisms, which provide good interpretability about why
the user favors a certain item at a specific timestamp.

This work represents an initial attempt for the task of
socio-sequential recommendation and opens up new research
possibilities. Despite the great success of GCRec, there are
still many interesting questions to be explored by the research
community. For instance, in order to keep the model’s simple-
ness, we adopt a sampling-based learning strategy to optimize
GCRec’s model parameters, whereas several studies [18], [49]
have proven that the model performance is highly sensitive
to the design of the negative sampler. In this case, it is
unclear whether there is a nonsampling learning strategy to
optimize GCRec’s model parameters. Besides, going beyond
the merely graph structure data, how to leverage nonstructural
knowledge for improving the GCRec’s performance is worth
studying.

In the future, we would like to explore more efficient and
effective learner, which could optimize GCRec in a non-
sampling manner and potentially achieve better performance
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than a sampling-based learning strategy. Moreover, we also
would like to explore textual reviews [50], [51] and visual
knowledge [52], [53] to build a more reliable recommendation.
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